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Abstract. Electromagnetic articulography (EMA) is one of the instrumental phonetic research methods used for recording and assessing articulatory movements. Usually, articulographic data are analysed together with standard audio recordings. This paper, however, demonstrates how coupling the articulograph with devices providing other types of information may be used in more advanced speech research. A novel measurement system is presented that consists of the AG 500 electromagnetic articulograph, a 16-channel microphone array with a dedicated audio recorder and a video module consisting of 3 high-speed cameras. It is argued that synchronization of all these devices allows for comparative analyses of results obtained with the three components. To complement the description of the system, the article presents innovative data analysis techniques developed by the authors as well as preliminary results of the system’s accuracy.
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1. Introduction

Methods for the analysis of articulatory movements (e.g. of the tongue and lips) have developed over many years. With the objective of capturing the behaviour of articulators during speech, researchers have adapted a number of medical techniques, such as magnetic resonance imaging (MRI) [1], ultrasonography (USG) [2] and cinefluorography [3] for this purpose. Out of these non-invasive methods, MRI seems to be gaining in popularity as it gives the possibility to obtain a 3-dimensional image of the vocal tract and does not cause dangerous ionizing radiation such as in the case of cinefluorography. This method has been applied, for instance, to determine the shape of the oral and pharyngeal cavity during extended articulation of vowels [4–6] and of the nasal cavity and surrounding structures during extended articulation of nasal consonants [7]. MRI data have been used to construct a three-dimensional articulatory model of the soft palate [8]. Also, this technique was employed in an investigation of Polish voiceless sibilants [9]. 3D models of the vocal tract obtained from MRI images of two Polish speakers were used to describe the relation between spectral formants and the shape of intraoral occlusions and cavities.

Despite the enormous technological advancement giving the possibility of three-dimensional modelling of articulatory structures, and the recent development of real-time magnetic resonance imaging techniques [10], the majority of available MRI systems provide unsatisfactory results in terms of image accuracy and the speed of sampling (speakers must extend the desired articulation for a number of seconds). Moreover, because recordings are performed with the speaker in the supine position, MRI articulatory studies are negatively affected by gravity [11]. Another disadvantage of this method is that due to loud noises and vibrations issued by the device during the test, it is difficult to obtain simultaneous audio signal of high quality.

Independently of the medical field, electromagnetic articulography (EMA) was created, which is a technique that uses a dedicated device and operates with satisfactory precision [12–18]. Electromagnetic articulography has been developed since the 1990s [11] and enables registration of spatiotemporal data from sensors placed on internal and external articulators in order to obtain information that reflects their positioning, shape and speed during utterance production. It is noteworthy to point out that simultaneous registration of EMA, audio and video data is not often encountered in the literature, as the articulograph is usually supported only by a single-channel audio recorder [13]. Occasionally, a video system involving 2 or 3 cameras is used to register the image of a speaker’s face to complement articulographic data [14–18]. Such video recordings may be performed with markers placed on the face of the speaker to facilitate more precise assessment of external articulators (e.g. lips, jaw, cheeks) [14–16, 18].

Knowledge of the speech motor control obtained by means of using EMA and audio (optionally video) recordings is crucial for understanding the speech production mechanism. This, in turn, is important for speech disorder diagnosis and therapy.

Apart from difficulties posed by the tools in phonetic analysis, some articulatory phenomena constitute a challenge to the researcher. Problematic issues include inter alia the assessment of nasalization. The different methods of investigating nasalization have been classified by Krakow and Huffman [19] into three types of techniques: (1) investigating the activity of muscles controlling velopharyngeal movements, (2) the shapes and movements themselves and (3) the effects of these movements.
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One of the methods for assessing the source of velopharyngeal movements (1) is electromyography (EMG), which measures the electrical activity associated with muscle contractions. The signals are registered with pairs of electrodes attached to the surface of the examined muscles, but usually placed inside them [20]. Because of its invasiveness, the technique is rarely used in clinical trials.

The shapes and movements of the velopharyngeal structures (2) can be observed by means of imaging techniques and creating outlines. Such imaging methods include fibre-optic endoscopy, radiography (X-rays), magnetic resonance imaging (MRI), computed tomography (CT) and ultrasound. The above-mentioned techniques are utilised not only for the purpose of velar normative articulations but also for disordered speech such as cleft palate speech [21]. EMA sensors have also been used to register the movements of the velum [22].

Velopharyngeal movements produce both aerodynamic and acoustic effects that can be analysed (3). Aerodynamic events are usually recorded with sensors that register the pressure and flow of air. The degree of opening of the velopharyngeal port can be estimated by means of measuring oral and nasal air pressures and flows [23, 24]. Such studies of air flow are performed with the use of special masks that register air pressure fluctuations during speech [25, 26] on the basis of which average values of air flow from the nose can be estimated.

Acoustic signals are recorded with microphones. These include the nasometer (used especially in clinical assessment of velopharyngeal disorders and cleft speech; this device is based on TONAR – The Oral-Nasal Acoustic Ratio – a system developed in the 1970s by S. Fletcher [27]), wherein the acoustic signal is recorded simultaneously by two microphones – an oral and nasal one [28]. During the measurement, the speaker wears a special headset with a plate that separates the oral and nasal channel. A microphone is mounted on each side of the plate. Such separation of signals coming from the nose and mouth allows to assess nasalance, which is extremely difficult when the audio signal is collected with only one microphone.

Most methods of assessing velopharyngeal structures mentioned here have their weaknesses. The most common of them include: high cost (e.g. MRI, EMA), invasiveness (e.g. endoscopy, myography), atypical positioning during data collection (e.g. MRI scan in a horizontal position, having a mask on when speaking), or direct contact of the apparatus with the velum, which may hinder its natural movements (e.g. velotrace, myography, EMA).

With a view to obtaining more accurate speech analysis results, including those related to such problematic phenomena as nasality or laterality, an innovative system integrating EMA, 16-channel audio and high-speed video data recording was created. It acquires articulatory data from a Carstens AG500 articulograph. Video data are registered by 3 high-speed cameras that track movements of reflective markers glued to the speaker’s face. Audio data are recorded by an audio recorder with a microphone array of 16 unidirectional microphones (a dedicated device developed specifically for this project). Due to the analysis of delays of the audio signal recorded by particular microphones, it is possible to obtain acoustic field intensity distribution imposed on the image from the video camera. Using this method, a relatively precise estimation of sound source intensity and localization is possible, which is highly insightful for lateral, central, oral and nasal articulation assessment [29–31]. It is also worth mentioning that this approach to speech analysis is novel and had not been applied earlier.

Fusing the electromagnetic articulograph, high speed video cameras and a 16-channel microphone array provides new opportunities for speech analysis. Examples of such analyses fostered by the system are presented below.

2. System description

A simplified block diagram of the whole system is presented in Fig. 1. The system is controlled by the EMArecorder computer application that sends commands to the EMA in order to

![Fig. 1. Block diagram of the measurement system](image-url)
generate START and STOP signals for the remaining system components. The sampling rate of EMA sensor signals being 200 Hz, the frame rate of the system cameras was also set to 200 fps. This allowed for better data quality (due to faster sampling) in comparison to other research [16], where the image acquisition rate was done at 60 fps and the sampling speed of EMA signals had to be decreased at the analysis stage.

The specifications of the component elements of the system described in this paper are summarized in Table 1.

<table>
<thead>
<tr>
<th>Electromagnetic Articulograph</th>
<th>Vision System</th>
<th>Multi-channel Audio Recorder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carstens Medizinelektronik AG500</td>
<td>Three high-speed video cameras (Point Grey Gazelle GZL-CL-22C5M-C)</td>
<td>Designed based on ARM Cortex M4</td>
</tr>
<tr>
<td>● Sampling frequency: 200 Hz</td>
<td>● Three frame grabbers with Camera-Link interface</td>
<td>● 16-channel</td>
</tr>
<tr>
<td>● 12 channels with 3D position sensors</td>
<td>● Three IR LED illuminators</td>
<td>● 16-bit resolution for each channel</td>
</tr>
<tr>
<td>● Trigger output for other devices</td>
<td>● OptiTrack reflective markers on speaker's face</td>
<td>● Sampling frequency: 96 kHz</td>
</tr>
<tr>
<td>● Notebook with dedicated manufacturer software</td>
<td>● Programmable synchronizer with external trigger</td>
<td>● Microphone array with 16 directional microphones</td>
</tr>
<tr>
<td></td>
<td>● Video frames per second: 200</td>
<td>● External trigger</td>
</tr>
</tbody>
</table>

High efficiency PC workstation with RAID matrix, Matlab environment and StreamPix software

The AG500 articulograph allows for recording EMA signals from maximally 12 sensors. For this study, three of them were used for data normalization in order to correct head movements [32]. These reference sensors were placed on the left and right mastoid processes and on the ridge of the nose, close to its root. Another sensor was fixed to a wooden spatula and used for making palatal, upper incisors and gums contours; one contour was traced with the speaker breathing through the nose (lowered velum), and one while breathing through the mouth (raised velum). This sensor was also used for temporomandibular joints localization. All the remaining sensors were attached to moving articulators (Fig. 2 and Fig. 3a).

Five sensors were placed on the tongue: four in the midsagittal plane (tongue tip – TT, tongue front – TF, tongue dorsum – TD and tongue back – TB) and one on the left side – TLS. Two sensors registered upper lip (UL) and lower lip (LL) trajectories. They were placed in the midsagittal plane just above and below the vermillion border. One sensor (J), fixed inside the oral cavity on the border of gums and lower incisors, registered mandible movements. Measurements of the spatial positioning of sensors attached to the tongue provided data on its shape and movements in time.

The video recording component consisted of three Point Grey cameras (Gazelle GZL-CL-22C5M-C model) recording movements of external articulators (e.g. lips, jaw and cheeks). One video camera was placed in front of the speaker and two others captured the image of both sides of the speaker’s head. The number of the cameras used in this system allowed to obtain 3D positions of the facial OptiTrack markers through correlating the recorded 2D images. The arrangement of EMA sensors and reflective facial markers as used in the research is presented in Fig. 3.

The video was recorded at the rate of 200 fps. The third component of the system is a microphone array with 16 directional microphones placed in a circle and connected to a 16-channel audio recorder. This device registers audio signal with a 96 kHz sampling rate and 16-bit resolution.

During the recording session, the speaker read out words displayed on the screen by the EMArecorder application. After receiving the command to start data acquisition, the articulograph generated synchronization signals for external devices in the TTL standard. The source of the synchroni-
zation signals was SyBox Opto-4, which is a standard component of AG500.

This module was responsible for activating the audio recorder and the synchronizer in the video system. Fig. 4 shows how the signals were generated during a recording sweep.

The sweep signal generated by the SyBox Opto-4 device carried information when the sampling was in progress [33]. The audio recorder and vision system used both edges of this signal to start and stop the data acquisition process. The synchronizer generated trigger signals for all video cameras as rectangular pulses with a 60% duty cycle and frequency of 200 Hz. The duration time of the high state was set at 3 ms to facilitate proper scanning of single images by the video cameras. All recordings stopped when sweep went into a low state. When sweep was in a high state, then the attention signal changed its value every 5 ms. The articulograph acquired samples on both edges of this signal.

Before the analysis, the data from AG500 were pre-processed so as to remove undesirable noise. Trials with the application of a second-order Butterworth low-pass filter with fixed cut-off frequency did not yield satisfactory results, which is shown in Fig. 5.

Instead, the Savitzky-Golay filter was applied, using a 4th order polynomial with a span of 21 samples. This kind of filter increased the signal-to-noise ratio without distorting the signal significantly. A double application of this algorithm was needed for more effective smoothing (see Fig. 5).
3. System accuracy

The precise estimation of EMA sensors and video markers’ position may be affected by various factors. The main sources of error for electromagnetic articulography are the following:

1) external sources of electromagnetic field (all devices in the neighbourhood that emit signals with frequencies that overlap the operating frequencies of EMA transmitters),
2) noise introduced by analogue-to-digital conversion,
3) slightly floating position of reference sensors caused by skin movements.

Meanwhile, main sources of errors affecting camera images include:

1) lighting,
2) noises introduced by analogue-to-digital conversion,
3) slightly floating position of reference video markers caused by skin movements.

In order to properly estimate the sources of errors mentioned above (except for floating reference sensor and marker positions), a rigid phantom with one EMA sensor and one reflection marker was prepared. The measurement was carried out in the static system. Standard deviations of all the measured coordinates were calculated in order to determine the error generated by the devices used (vision system and EMA).

The differences in the values on the vertical axes that are evident in Fig. 6 result from different positioning of the origin of the coordinate systems for the articulograph and the video system. The zero point of the system of coordinates for the camera image was placed in the lower left corner of the frame, whereas for articulographic data the beginning was in the middle of a sphere, whose intersection was imposed on the picture registered by the frontal camera. Table 2 presents standard deviation values for both axes in the static recording. X and Z dimensions were used for analysis of trajectory of sensors and facial markers.

![Fig. 6. Position data recorded for the X and Z coordinates in the static system: for a reflection marker (a – without filtering) and for an EMA sensor (b – before and after filtering)](image)

<table>
<thead>
<tr>
<th>Axis</th>
<th>Marker (non-filtered)</th>
<th>Sensor (non-filtered)</th>
<th>Sensor (non-filtered)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>0.005</td>
<td>0.078</td>
<td>0.026</td>
</tr>
<tr>
<td>Z</td>
<td>0.005</td>
<td>0.068</td>
<td>0.030</td>
</tr>
</tbody>
</table>

As can be seen in Table 2, the precision of estimating the position of external articulators with cameras is somewhat better than with EMA, due to the high resolution of the cameras. However, the error at the level of micrometres does not significantly affect the accuracy of the sensor and marker’s position estimation in either method. This demonstrates the proper configuration of equipment and the lack of significant noise sources. Filtering data from EMA sensors slightly improves the quality of data, which is presented in Table 2.

During the recording sessions, sudden jumps in sensor position from the current trajectory were observed. This problem is known and well described in other papers [34, 35], where authors show considerable positional errors in some regions of the EMA sphere. Such errors also occurred during intense articulation movements of the tongue (probably due to jerking the sensor wires) or when the sensors were at the boundary of the articulograph sphere. Due to the fact that trajectories were monitored in real time in JustView software (provided by the manufacturer of AG500), recordings in which such events occurred or in which the signal errors exceeded the manufacturer’s norms were rejected. Another major problem...
were large numerical errors caused by the CalcPos software in some cases. Its numerical instabilities (described in [36, 37]) are probably caused by the Newton–Raphson method used to estimate sensor positions. Multi-channel analysis of articulographic data allowed to identify such cases and reject the tokens from analysis.

It is important to notice the high relative stability of the reference points used for head motion correction. The movements of the speakers’ heads were unrestrained during recording sessions. Thus, while speaking, some of them nodded, shook or tilted their heads. In order to separate such movements from the traces of articulatory gestures, it is necessary to record data from reference sensors and markers that indicate the spatial position of the head at a given point in time. Due to these sensors and markers, it is possible to clear the data from non-reference sensors and markers that indicate the spatial position at a given point in time. Due to these sensors and markers, it is possible to clear the data from non-reference sensors and markers that indicate the spatial position of the head.

The absolute values were necessary to estimate zero and maximum readings regardless of the direction of the velocity vector. Speed curves based on such calculations were plotted in phonEMAtool’s graphs. It was necessary to normalize their range so as to plot them in the same space as sensor trajectory tracings. The velocity of each sensor in the X (front – back) and Z (up – down) axes was calculated separately to estimate the dynamics of articulator movements along these axes.

The velocity of each sensor in the X (front – back) and Z (up – down) axes was calculated separately to estimate the dynamics of articulator movements along these axes. Instantaneous velocity was calculated by means of formula (1).

\[
v_X = \sqrt{\left(\frac{dx}{dt}\right)^2} \quad \text{and} \quad v_Z = \sqrt{\left(\frac{dz}{dt}\right)^2}.
\]

4. Examples of data analysis

4.1. Analysis of EMA sensor movements. In order to analyse articulographic data recorded by the system described here, a Matlab-based application named phonEMAtool was created. The application can visualize dynamic movement trajectories of all sensors (except reference ones) in the X (front – back) and Z (up – down) axes. Moreover, phonEMAtool was used to analyse and extract information related to the position of sensors at desired time frames, including values of 2 angles: \( \varphi \) – azimuth and \( \theta \) – elevation. Additionally, phonEMAtool calculated the velocity of sensors and identified their minimum and maximum values in time. Furthermore, a 20% threshold for rising or falling edges of the velocity function could be calculated, in accordance with the method presented in [32]. This option was used in order to avoid typical problems encountered in the estimation of the beginning and end of sensor movements.

The velocity of each sensor in the X (front – back) and Z (up – down) axes was calculated separately to estimate the dynamics of articulator movements along these axes. Instantaneous velocity was calculated by means of formula (1).

\[
v_X = \sqrt{\left(\frac{dx}{dt}\right)^2} \quad \text{and} \quad v_Z = \sqrt{\left(\frac{dz}{dt}\right)^2}.
\]

The absolute values were necessary to estimate zero and maximum readings regardless of the direction of the velocity vector. Speed curves based on such calculations were plotted in phonEMAtool’s graphs. It was necessary to normalize their range so as to plot them in the same space as sensor trajectory tracings.

a) The phonEMAtool application facilitates simultaneous and synchronized processing of three data types:

b) audio – wav files
c) EMA – text files (binary data converted to column text format) acoustic segmentation – TextGrid files (Praat format) [39].

Figure 9 presents the workspace window of the phonEMAtool software during exemplary data analysis.

The software allows for isolating and exporting selected sets of data for further analysis.
Figure 10 presents a part of the Polish word ‘kalambur’ (*charade*) with acoustic segment boundaries superimposed on the waveform and articulatory segment boundaries in the graph window displaying the tongue tip sensor trajectory (thick line) and its velocity (thin line).

The labels and criteria used for articulatory segmentation are based on the research of Best et al. [40]. The data displayed in Fig. 10 show that the onset of the tongue tip closing gesture (GONS) during the pronunciation of the consonant [l] (marked in the initial, 20-percent threshold on the rising slope of the velocity PVEL1), equivalent to tongue tip rise, begins already in the initial phase of the preceding vowel. The tongue tip sensor (TT) achieves maximum velocity (PVEL1) of this rising movement during the final part of the periodic waveform of the first vowel. The greatest tongue tip elevation corresponding to the formation of the apical closure during the articulation of the sound [l] coincides with the slump in the velocity (its minimum value marked in Fig. 10 as MinVEL1). The articulatory boundaries of this sound segment were determined at following time points:

![Fig. 10. Waveform and tongue tip (TT) sensor trajectory (pink colour) and velocity in Z axis (up-down) during pronunciation of the consonant [l] in the Polish word ‘kalambur’ (*charade*)](image-url)
4.2. Acoustic camera analysis. The system described in this article allows to obtain more information about the articulation of the lateral consonant [l] as the acoustic camera enables analysis of spatial distribution of the acoustic field. Dividing the vertical facial plain into central (along the nose and central area of the lips), left and right (along the respective corners of the mouth) enables the researcher to pinpoint the sources of sound distribution and sound amplitudes in selected areas. This technique makes it possible to ascertain whether a sound is released centrally through the oral cavity or if its release is lateral. Moreover, it is possible to establish if an articulation is uni- or bilateral and, in the case of bilaterally released consonants, the dominance of either of the sides can be indicated at a given point in time.

Figures from 11a to 11f show all the aforementioned articulation types obtained with the use of the acoustic camera for the articulation of the sequence [ala] in the Polish word ‘kalambur’ (charade, n.sg.). The figures present video camera images of the speaker’s face synchronized with the acoustic energy distribution map. The colours, from dark blue through light blue, yellow, light red to dark red, represent increasing acoustic energy. Subsequent figures demonstrate central (Figs. 11a, 11b, 11f), unilateral right (Fig. 11c), bilateral (Fig. 11d) and unilateral left (Fig. 11e) articulations identified on the basis of the intensity and distribution of the acoustic field.

As can be seen in Fig. 11, the microphone matrix provides a possibility of differentiating between central and lateral articulations (including unilateral and bilateral ones). Moreover, this technique can be used for determining whether an articulation is oral, oronasal or nasal [29, 30], which would be impossible to assess solely with articulographic research.

Currently, the method used in the described system here emerges victorious as compared with the tools described by Krakow and Huffman [19] since it enables separate analysis of the oral and nasal signal. Moreover, it does not subject the recorded person to any inconvenience related to invasiveness, harmful effect of X-rays, or the discomfort of wearing a mask, or having an ultrasound device under the jaw.

4.3. Video data analysis. The vision system coupled with spatial analysis of the face markers allows to determine the location and movement trajectories of external articulators. The results may be compared to analogous data registered by the electromagnetic articulograph from sensors attached to the face of the speaker. In order to determine the alignment of data from the vision system and EMA, one sensor was attached to the upper and one to the lower lip, above and beneath vermilion borders, and face markers were fixed on top of those sensors. Due to
this operation, it became possible to register lip movement trajectories by two different methods. The results are illustrated below with analysis of the minimum and maximum position of the lower lip sensor during articulation of the Polish word ‘sasanka’ (pasque flower). Figure 12 shows the movements of the lower lip sensor along the Z axis as registered by the AG500 articulograph and analysed in the phonEMATool application.

![Figure 12. The waveform and lower lip (LL) sensor trajectory (pink colour) and velocity (black colour) in the Z axis (up-down during pronunciation of the Polish word ‘sasanka’ (pasque flower)](image1)

Figure 13 presents the vertical movement of the same point (central, below the border of the lower lip) registered by the front camera.

When comparing the lower lip movement trajectories in Fig. 12 and Fig. 13, one can notice that their shape is almost identical. The main discrepancy between the figures consists in a ~3 ms delay in the onset and offset of the video marker trace as compared with the EMA trace; this difference results from the time necessary to scan the video image matrix. Despite this easily correctible delay, the video system on its own seems to provide high quality results and is a cheaper, alternative method of assessing the movements of external articulators.

![Figure 13. Lower lip marker trajectory by the front camera during pronunciation of the Polish word ‘sasanka’ (pasque flower)](image2)

5. Conclusions

The measurement system described in this paper is an effective tool that facilitates simultaneous investigation of speech in 3 domains: articulatory movements, distribution of acoustic field intensity and movements of characteristic points on the face. The dedicated acoustic camera based on the multi-channel audio recorder and a microphone array is a particularly useful tool. The results obtained with this equipment are unique and provide multiple possibilities of practical application of the newly developed methods in the future.

The main goal of the article was to show possibilities and benefits of using measurement tools in parallel. For this reason, exemplary results for only one speaker are presented. In future research, it is intended to conduct comparative data analysis among speakers in order to find universal dependencies for normative pronunciations of Polish sounds.
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