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Preface

My road to the summit of Mount PhD located in the heart of the La nd of
Games has been a long and wondrous journey. During its many detours I met
many great and inspiring people. Some I met brie
y, others accompanied me
for a while, none failed to brighten up my journey with valuable advice and
unwavering support. Looking back at the curvy route, I now know that all
twists and turns were necessary to bring me to the place I am today.

One might say that I am a native of the Land of Games. During my childhood
I spend a great many hours playing games of all sorts: board games, pen-and-
paper roleplaying games, and video games. And we invented our own from the
very start. Countless are the sheets of paper I used to designboards for overly
ambitious games, dungeons for endless roleplaying sessions, and plans for games
that I never quite �nished programming on our Commodore 64.

Growing into adulthood and becoming a student, I left the land of games on
what would prove to be the longest detour of all. Years I spentin the �ne halls
of education on the far side of the Alpha Ocean. During this period I gained
knowledge and skills that would prove to be trusty tools on the journey that
�nally led me here.

Returning to these shores was a joy. I had grown wiser, and my vision had
been sharpened. Some things had changed, many others had remained the same.
Immediately I knew where I wanted to go. Finding the right road did not always
prove easy, but I can now say I succeeded. I must thank many people for the
support, advice and company along this journey.

Claartje, my mother, showed me at an early age that through strength of will
and �rm determination you can shape your destiny and climb any mountain you
will �nd on your path. Mom, no matter what happens, your inner strength will
be my guiding light forever.

Marije has been my loving companion since long before I set out on this path
and has been with me all the way. Now you stand beside me at thisjourney's
conclusion as my paranimf. Without your moral support and textual advice I
would never have reached this high.

My promotor, Remko ful�lled the role of mentor with excellen ce. Despite
being a relative stranger to the Land of Games, you never failed to ask all the
right questions when I needed to reset my course.

My co-promotor, Jacob, provided with me with the right map to successfully
navigate the Shores of Engineering. Without that map, I would never have been
able to travel as far and wide as I did.

I also thank the other members of the committee: Ben, Ed, Michael, Paul,
Peter and Rafael. Some of you I met in distant lands, many of you I met along
the way. I am very grateful that you took the time to accompany me during the
�nal ascent.

I could not wish for a merrier band of travel companions than my colleagues
at the Hogeschool van Amsterdam. We shared many adventurousdays on the
winding paths that led me to this mountain. Your trust in the c ourse I set
and support in paving the roads so that others might easily follow must not go
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unmentioned.
My students never failed to surprise me, especially when they were replicating

parts of my journey. They always picked their own route, which for me was a
source of inspiration.

I must also thank my family and friends whose interest in my progress was
both sincere and supportive. A deep bow to all of you who whereonce my
opponents in so many well-played games.

From all people along my journey I will thank two more persons. Firstly,
Carla who introduced me to all the right people which �nally a llowed me make
landfall on these shores after being lost at sea for a while. And �nally, last but
not least, Jasper my other paranimf whose friendship goes back all the way back
to our childhood. The many games we enjoyed kept the memory ofthese lands
alive and paved the way for my return.



There is no single sentence describing what
makes games attractive.

Jesper Juul (2003) 1
Introduction

Designing games is hard. Although games have been around fora very long
time, it was the rise of the computer game industry over the past few decades
that caused this problem to become prevalent. During its short history the
computer game industry has grown from individual developers and small teams
towards multi-million dollar projects involving hundreds of employees. In the
contemporary game industry there is little room for mistakes: the �nancial stakes
have grown too high. Today, more than any time before, there is a need for a
better understanding of the process of designing a successful game in order to
prevent such mistakes; there is a need for better applied theory and intellectual
tools to aid game designers in their task.

At the same time, more people are playing video games than ever before. A
wider audience means that there is an ever increasing demandfor games with
quality gameplay. As game players get more experienced theygrow an appetite
for ever more sophisticated games. Compared to other forms of art and media,
computer games are a fairly recent invention. There is stillplenty of room for
development and innovation.

The general premise of this dissertation is that the di�cult ies in designing
games lie within the nature of games as complex rule based systems that exhibit
many emergent properties on the one hand, but must deliver a well-designed,
natural 
owing user experience on the other. In facing thesedi�culties, the
game designer's tool box is quite empty. The nature and emergent behavior of
games is poorly understood. Level design has been one way to harness a game's
emergent behavior, by restricting the gameplay to a series of relatively simple
tasks loosely strung together by a storyline. However, high-quality content is
expensive to produce. Games with many hand-crafted levels are expensive to
produce, and fail to exploit the true expressive power of open game worlds that
emerge from rule systems.

This dissertation examines the nature of emergence in gamesin order to con-
struct applied theory to deal with emergence in games head-on. This theory will
enable the designer to get more grip on the elusive process ofbuilding quality
games displaying emergent behavior. The theory developed in this dissertation
applies to game mechanics and levels. However, where many scholars and design-
ers treat levels and mechanics as two vastly di�erent elements of game design,
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this dissertation attempts to integrate the two: for both ru les and levels, this
dissertation seeks to �nd formal, abstract representations through which the pro-
cess of designing these aspects of games might be elevated and uni�ed. Through
these representations the material that game designers work with should become
more tangible. This leads to the central research question of this dissertation:
what structural qualities of game rules and game levels can be used in the cre-
ation of applied theory and game design tools to assist the design of emergent
gameplay?

The development of software tools to assist game designers in their task is
an important aspect of this dissertation. All too often, design theory has been
created in isolation from the practice of game design. The creation of software
tools that implement the theories presented here, means that these theories
have to be very concrete and applicable. In addition, it allows the automation
of certain parts of the design process. By automating these parts, designers will
be assisted in their work and can focus on those aspects of design that require
the most of human creativity and ingenuity.

This chapter introduces the central notions of this dissertation: games, game-
play, mechanics, levels, emergence, and progression. It also outlines the general
approach and the contents of the chapters that follow.

1.1 Games
What are games? Many people play them, but only a few stop to contemplate

their nature. The study of games, especially the study of games in its current
form, is very young. It was only in 2001 that Espen Aarseth declared that
year to be \year number one" of game studies (Aarseth, 2001).That year saw
the launch of the �rst peer-reviewed online journal and the � rst international
academic conference dedicated to games. Games were studiedbefore, but it was
not until 2001 that game studies gained enough momentum to berecognized as
a separate academic discipline.

The study of games has been a multi-disciplinary a�air from the beginning,
with researchers from di�erent �elds studying games from di�erent perspec-
tives. The �rst few years of game studies were characterizedby a �erce debate
between narratologists and ludologists. The former group comprised academics,
often with a background in literature, who had been studying games from that
perspective for a while. They regarded games as a new medium for storytelling
and placed games in the context of literature and media studies (Laurel, 1986;
Murray, 1997; Ryan, 2001). The ludologists opposed this position, for them
games are rule-driven play experiences �rst and foremost. The story and visuals
are secondary to rules which are the most critical factor forgame quality. Their
argument is that good rules with visuals and story of lesser quality still make
for a good game, whereas the opposite is not true (Eskelinen,2001; Juul, 2005).

Today both positions are considered rather extreme. It is di�cult to �nd
somebody who would maintain that the paradigms used to studystories in liter-
ature or cinema apply directly to games. You cannot ignore rules, interactivity
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Figure 1.1: Raph Koster's hy-
pothetical Mass Murderers Game
based onTetris .

Figure 1.2: Shooting missiles at terrorists in
the satirical September 12 .

and gameplay in any study of games. On the other hand, the reskinning of
Tetris into the hypothetical \Mass Murderer Game" by Raph Koster (s ee �g-
ure 1.1) where the player tries to �ll pits with awkwardly sha ped dead bodies,
clearly illustrates that story and visuals do a�ect the experience of play (Koster,
2005b, 166-169). The biting irony of a game likeSeptember 12 where the
player is invited to shoot missiles at terrorists in an Arabic city and to explore
the consequences of that action is only made possible by the sharp contrast be-
tween rules that support simple, typical gamelike shootingaction and the game's
meaningful reference to a very real situation outside the game (see �gure 1.2).
Games do not exist in isolation but are part of a heterogeneous media landscape
and the social structures from which stories derive their meaning. In this case
it is worth noting that September 12 's developer, Gonzalo Frasca, is also a
prominent ludologist and was in fact the �rst game researcher that coined the
term ludology (Frasca, 1999).

The examples of theMass Murderer Game and September 12 also il-
lustrate nicely that in games, what matters most is what the player does. These
actions are determined by rules on the one hand, but on the other a game's
art and story frame these actions and give them meaning. In a game, rules
set up possible interactions, but through clever design of levels developers have
some control over the order in which players encounter game elements and the
challenges they pose. It is through levels that developers primarily control the
sequence of actions.

The general consensus in game studies is that games are rule based artifacts
designed to be experienced by one or more players, in which they strive to achieve
some sort of goal. Without rules there would be no game, but the structured
experience of the player is not unlike the structures and experience encountered
in other media.

After close examination of eight di�erent de�nitions of gam es, from histo-
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rian Johan Huizinga to game designer Greg Costikyan, Katie Salen and Eric
Zimmerman de�ne games as follows:

\A game is a system in which players engage in arti�cial con
ict,
de�ned by rules, that results in a quanti�able outcome." (20 04, 80)

In their de�nition system, players, arti�ciality , con
ict , rules and quanti�able
outcome are the key notions. All games aresystemsconsisting of many parts
that form a complex whole (Salen & Zimmerman, 2004, 55). Thesystem is
de�ned by rules that determine what players can and cannot do. Following
those rules, players engage incon
ict against each other or against the game
system. The con
ict is arti�cial in the sense that the game is set apart from real
life in both time and space, a space where the players submit to the rules of the
game. In this sense, games are often said to take place withina \magic circle",
after the work of Johan Huizinga (1997). Finally, a game has aquanti�able
outcome: players can win or lose, or measure their performance with some sort
of score.

Salen and Zimmerman's de�nition resembles many other de�nitions, even
those not investigated by themselves. Mark J. P. Wolf uses the elementscon
ict ,
rules, player ability and valued outcometo de�ne games (2001, 14). Alexander
Galloway states that: \a game is an activity de�ned by rules i n which players
try to reach some sort of goal" (2006, 1). Ernest Adams and Andrew Rollings
identify rules, play, goals and pretending as key elements of games. The latter
element is linked to the magic circle and by extension to Salen and Zimmerman's
notion of arti�ciality (Adams & Rollings, 2007, 5-11). For Tracy Fullerton a
game is \a closed, formal system that engages players in structured con
ict and
resolves its uncertainty in an unequal outcome" (2008, 43).

Jesper Juul examines many of the same de�nitions of games, including the
de�nition of Salen and Zimmerman. He concludes that the following six features
de�ne games (Juul, 2005, 36):

1. Games arerule based,

2. and havevariable, quanti�able outcomes,

3. which are a�ected by the e�ort of the player,

4. and which are assigned di�erentvalues,

5. and to which the player is emotionally attached,

6. and which consequences are negotiable.

Of these six features only the �rst three are properties of the game as a formal
system. The other three are either properties of the relation between the game
and the player or the relation between the game and the rest ofthe world (Juul,
2005, 37).

Compared to Salen and Zimmerman, Juul's de�nition incorporates a few
extra elements. First, in Juul's de�nition the outcomes of a game are not only
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quanti�able, they are also variable. Games must have di�erent outcomes to work
as game. As soon as a game will always have the same outcome, there is little
point in playing. This can happen when two players of vastly di�erent levels
are competing. When one of them is sure to win, when the outcome is known
before the start, the game will cease to function as a game. Second, for Juul the
player must be able to a�ect a game by putting in an e�ort . Without e�ort, the
player's actions are meaningless and the player will never becomeemotionally
attached to the outcome of the game. For Juul this makes all games of pure
chance, where players cannot a�ect the outcome in any way, borderline cases
(Juul, 2005, 44). Thirdly, Juul pays more attention to the re lation between the
game and the player, and to the relation between the game and the world as is
indicated by his last four points.

At the same time, Juul leaves out thearti�ciality of Salen and Zimmerman's
de�nition. In Salen and Zimmerman's de�nition arti�ciality plays a similar role
to Johan Huizinga's concept of the `magic circle' through which games create a
reality outside real life (Huizinga, 1997). Although the magic circle is arguably
porous (Copier, 2007) the arti�cial nature of games is without question. Game
rules are made by designers and upheld by players to create anexperience;
players submit to these rules to experience the game. Games are also constrained
by `rules' that exist prior to the game, such as the law of gravity which constrains
almost any sport (Juul, 2005, 58), but all games add rules to set up arti�cial
goals, con
ict and challenges. The game creates a space where the game is
played, whether or not that space has clear boundaries.

For this dissertation I choose to build on Salen and Zimmerman's de�nition
of games, although I do add Juul'splayer e�ort and ability to a�ect the variable
outcome of the game. I choose to disregard Juul's other additions as this dis-
sertation focuses on games as formal systems and not on the relation between
games and players. Thus, for this dissertation, games are de�ned as follows:

A game is a system in whichplayers engage inarti�cial con
ict , de-
�ned by rules, that results in a variable, quanti�able outcomea�ected
by player e�ort and ability .

Gameplay, a key notion associated with the players actions'and experience of
play, is more di�cult to de�ne. Gameplay somehow consists of what the player
does. At the same time, the term is used to describe a quality possessed by
games themselves. Reviewers of games often talk about gameplay in this sense.
Used in this way, \gameplay has become synonym with good gameplay" as Niels
't Hooft once remarked.1 That is to say, whether or not a gamehas gameplay,
has become an assessment of its quality: good games have gameplay.

For this dissertation I will use gameplay in this sense. Whendesigners are
working to create gameplay, they are always working to create a compelling
game experience. The game, as a product, is the prime source for this experi-
ence. What follows is that gameplay somehow emerges from theway a game is

1Niels 't Hooft is a freelance game journalist who works for Basher.nl a nd the Dutch newspa-
per NRC Next. He made this statement during a GameLab meeting on gamepla y on February
2, 2011 in Pakhuis de Zwijger, Amsterdam.
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constructed. It is these structural qualities of games as rule based systems that
are the focal point of this dissertation.

1.2 Mechanics
When the game design community talks about game systems, they prefer the

term \game mechanics" over \game rules". \Game mechanics" is often used as
a synonym for rules but the term implies more accuracy and is usually closer to
an implementation. Although implementation here is still r elatively independent
from any platform or medium. Game designers Ernest Adams andAndrew
Rollings explain the di�erence between the two with the following example: the
rules of a game might dictate that in a game caterpillars movefaster than snails,
but the mechanics make the di�erence explicit; the mechanics specify how fast
caterpillars move and how fast snails move. Mechanics need to be accurate
enough for game programmers to turn them into code without confusion or for
board game players to execute them without failure; mechanics specify all the
required details (Adams & Rollings, 2007, 43).

In a similar vein, Morgan McGuire and Odest Chadwicke Jenkins state that
\Mechanics are the mathematical machines that give rise to gameplay; they
create the abstract game" (2009, 19). With that they point out that mechanics
are media-independent: they are amongst those parts of games that are separable
from images and sounds and might actually be transposed fromone medium to
another: a board game might be recreated as a computer game with di�erent
art and a di�erent theme without altering the mechanics.

Game designers are perfectly comfortable talking about a \game mechanic"
in the singular form (McGuire & Jenkins, 2009; Brathwaite, 2010). With this
they are not referring to a person who is skilled in dealing with game mechanics,
as the common use of the singular form \mechanic" would imply.2 Instead, they
are referring to a single game mechanism that governs a certain game element.
One such mechanism might include several rules. For example, the `mechanic'
of a moving platform in a side-scrolling platform game might include the speed
of the platform's movement, the fact that creatures can stand on it, the fact
that when they do they are moved along with it, but also the fact that the
platform's velocity is reversed when it bounces into other game elements, or
perhaps after it has traveled a particular distance. In this dissertation I prefer
to use \mechanism" as the singular form indicating a single set of game rules
associated with a single game element or interaction.

Some mechanics may be more central to a game than others. The term \core
mechanics" is often used to indicate those mechanics that the player interacts
with most frequently and have the biggest impact on the gameplay (Adams &
Rollings, 2007; McGuire & Jenkins, 2009). Moving and jumping, for example,
are core mechanics of most platform games. In contrast, the mechanics that
specify that players gain one extra life for every hundred stars they collect,
might or might not be considered to be the core of a game. For a game where

2The Oxford Advanced Learner's Dictionary lists \a worker skilled in ha ndling or repairing
machines" as the sole meaning of the word mechanic.
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the extra life is just a nice bonus, it probably is not a core mechanism, but
for a game where stars are abundant and players lose lives easily it probably is.
The distinction between core mechanics and non-core mechanics is not clear-cut;
even for the same game, interpretation of what is core and what is not can vary
between designers or even between di�erent moments within the game.

Mechanics have come to indicate many di�erent types of rulesin games.
The term sometimes denotes mechanics in the physics sense: the science of
motion and force. In games characters commonly move, jump ordrive vehicles.
Knowing where a game element is, in what direction it is moving and whether
or not it is intersecting or colliding with other elements make up the bulk of all
calculations in many games. Here mechanics might be interpreted quite literally
as the implementation of the physical laws that govern motion and force within
the game. At the same time, games also include mechanics thathave nothing
to do with physics: for example, mechanics that specify how many coins need
to be collected to gain an extra life. The mechanics that dealwith power-ups,
collectibles and other types of game resources constitute something that might
be called an internal economy (Adams & Rollings, 2007, 331-340). The nature
of economic mechanisms and game physics is di�erent in a number of crucial
ways. One problem of using the term mechanics for both is thatit obscures
these crucial di�erences.

Physics in modern games tends to be simulated with accurate mechanics that
create near continuous game simulations. A game object might be positioned
half a pixel more to the left or right and this might have a huge e�ect on the result
of a jump. In contrast, the rules of an internal economy tend to be discrete; game
elements and actions are a �nite set that do not allow any gradual transitions:
in a game you usually cannot pick up half a power-up. This continuous nature of
game physics versus the discrete nature of game economies has consequences for
the medium (in)dependence of games, the nature of the playerinteraction, and
even for the opportunities for design and innovation. Thesee�ects are discussed
below.

Due to its continuous nature, the implementation of physicstends to be much
more closely tied to the medium or platform than a game economy is. Economic
mechanics are indeed separable from a game's medium, but physics not to the
same extent. For example, a game that relies heavily on physics can not be
easily mediated as a board game. Creating a board game forSuper Mario
Bros. (see �gure 1.3) where the gameplay originates from moving and jumping
from platform to platform is very di�cult. The continuous ph ysics of a platform
game translate poorly to the discrete nature of board games.A die only has so
many sides, and to keep the game accessible overly complex calculations are best
avoided. In platform games physical dexterity matters, just like a whole myriad
of physical skills determine whether or not somebody is goodat playing real-
life football; those skills would be lost in a board game.Super Mario Bros.
is probably better mediated as a physical course testing players' real running
and jumping abilities. The point is, a rule that states you can jump twice as
high after picking up a certain item, can be easily translated between di�erent
media, whereas rules that implement the physics of a jump cannot. The physical



8 Joris Dormans j Engineering Emergence

Figure 1.3: The gameplay in Su-
per Mario Bros. emerges in
large part from continuous physics
for running and jumping.

Figure 1.4: The physics in Boulder Dash
is implemented through discrete system. Ob-
jects such as diamonds and boulders are always
aligned to the game's grid of tiles.

mechanics of a game seem to be bound more closely to the mediumthan the
discrete rules that govern a game's economy.

Interestingly, when we look back at the early history of platform games and
other early arcade games, physics were often handled quite di�erently, much
more discrete, one might say. The moves inDonkey Kong were much less
continuous than they were in Super Mario Bros. . In Boulder Dash (see
�gure 1.4) gravity is simulated by moving boulders down at constant speed of
one tile every frame. It might play slowly, but it is possible to create a board
game for Boulder Dash . In those days the rules that created the game's
mechanics (in the physical sense) were not that di�erent from other types of
game rules. But times have changed. Today the physics in a platform game
have grown so accurate and detailed that they have become impossible, or at
least inconvenient, to represent with a board game.

With discrete rules it is possible to look ahead, to plan moves, create and
execute complex strategies. Although this does not need to be easy, it is possible
and players are encouraged to do so. Player interaction withthis type of rules is
much more on a strategic level. On the other hand, once players grasp the physics
of a game (whether simulated or not), they can intuitively predict movements
and results, but with less certainty. Skill and dexterity become a more important
aspect of the interaction. This di�erence is crucial when you are using a game
to educate players.Angry Birds (see �gure 1.5) won a serious game award for
teaching players a thing or two about physics in a fun way. While there is no
doubt that Angry Birds is fun and involves physics, I doubt that players really
learn about the application of forces, gravity or momentum in any conscience way
that is applicable to science education. Players ofAngry Birds are involved
with those aspects mostly on the level of skill, rather than strategy; they might
develop an intuitive feel for the e�ects of forces, gravity and momentum, but that
is not quite the same thing as truly understanding them. Strategy in Angry
Birds involves those aspects of the game that are governed by discrete rules.
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Figure 1.5: In Angry Birds players
catapult birds to destroy pigs protected
by stone, wood and glass structures.

Figure 1.6: In World of Goo players
construct towers, bridges and other struc-
tures from a limited supply of `goo balls'.

Players will have to plan how to use number and types of birds available to
attack the pigs' constructions most e�ectively. This requi res identifying weak
spots and to formulate a plan of attack, but the execution itself is based on skill
and the e�ects can never be foreseen in great detail. Comparethat to World
of Goo (see �gure 1.6) where players need to build constructions from a limited
supply of goo balls. Physical notions such as gravity, momentum and center of
mass play an important role in the mechanics of this game. Indeed, players
might form an intuitive understanding of these notions from playing World of
Goo . But more importantly, players learn how to manage their most important
(and discrete) resource: goo balls, and use them to build e�ective constructions.
The di�erence betweenAngry Birds and World of Goo becomes very clear
when one considers the e�ects of continuous physics. Where in Angry Birds
the di�erence of a single pixel can translate into a critical hit or complete miss,
the e�ects are less felt inWorld of Goo . In the latter game, placement is not
pixel precise: releasing a goo ball a little more to the left or right usually does
not matter as the resulting construction is the same, and thespring forces push
the ball into the same place. The game even visualizes what connections are
going to be made before the player releases a ball (as can be seen in �gure 1.6).
Without trying to argue which game is more fun, I would say that players learn
much more about construction in the World of Goo than they learn about
physics in Angry Birds .

Physics and economy in games also a�ect design and innovation di�erently.
One might say, that as games and genres evolve, the physical mechanics are all
evolving into a handful of directions that correspond closely with game genres:
most of the time there is little point in completely changing the physics of a �rst-
person shooter.3 In fact, as games increasingly use physics engine middleware to
handle these mechanics, there is less room to innovate in that department. On
the other hand, every game is trying to create unique content, and many �rst
person shooters do create an unique system of power-ups or economy of items to
collect and consume to make their gameplay di�erent from their competitors. If

3Although certain games, like Portal , have successfully introduced innovative physics sys-
tems to established genres.
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there is room for creativity and innovation it is with the mec hanics that govern
these economies, and not with the physics of the game.

Still, looking back at four decades of computer game history, one must ob-
serve that physics has evolved much faster than any other type of mechanics in
games. Physics is relatively easy to evolve because we have access to Newtonian
mechanics and increasingly more computing power. The same solution does not
apply to other types of mechanics. Calling all game rules `mechanics' might
distract developers from the fact that not all types of rules can be understood
in the same way. Worse, developers might falsely assume thatthose other types
of mechanics will turn out right, as long as we keep throwing more detailed
rules and more processing power at it. The term mechanics is an unfortunate
misnomer exactly because it might be holding back the development of proper
understanding of di�erent types of game rules. It might cause us to turn a blind
eye to the arti�cial, discrete nature of those rules that are not part of the physi-
cal mechanics, but which are an equally important aspect of what makes games
truly clever and unique. Without a solid theoretical framework for non-physical,
discrete mechanics it is hard to evolve mechanics of that type beyond a certain
point.

I will still use the term mechanics throughout this dissertation, as is custom-
ary within the game industry. However, in using the term, I wi ll refer to the
discrete mechanisms that generate a game economy more oftenthan I will refer
to continuous physical mechanics of motion. When appropriate I will di�erenti-
ate between these and other types of rules, as mechanics do not impact all types
of games equally.

1.3 Game Classi�cation
What type of rules drives the gameplay of a particular game varies a lot

between games and genres. Some games derive their gameplay mostly from their
economy, others from physics, level progression, tacticalmaneuvering or social
dynamics. Categorizations of games in di�erent genres by the game industry
and game journalists is usually based on the type of gameplay(Veugen, 2011,
42), and thus by extension on the di�erent types of rules that feature more or
less prominently in these genres. Figure 1.7 provides an overview of a typical
game classi�cation scheme and how these genres and their associated gameplay
relate to di�erent types of rule systems. Note, however, that this classi�cation is
one of many. There is a serious lack of consensus among the several classi�cation
schemes in use. The point here is not to present a de�nitive genre classi�cation.
Rather, it is to indicate how di�erent types of rules correla te to di�erent types
of gameplay. There are many more genres and sub-genres that can be derived
from this basic classi�cation. For example, �rst-person shooters are a particular
sub-genre of action games, whereas action-adventure gamesare common hybrids
of the action and adventure game genres.4

In �gure 1.7 I distinguish between �ve di�erent types of mech anics. The

4 In fact, action-adventures are so common that they constitute a separate genre in most
other genre classi�cations.



Chapter 1 j Introduction 11

Figure 1.7: Games genres taken from Adams & Rollings (2007) and correlated to �ve
di�erent types of game rules or structures. The thickness and d arkness of the outlines
indicate relative importance of those types of rules for most games in that genre.
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boundaries between these types of mechanics are not very hard, and a single
game can have multiple types of mechanics. The �gure indicates typical con�g-
urations of these types of mechanics as they are frequently encountered across
game genres, but it should be clear that each individual gamecan have its
own, unique con�guration of game mechanics. The mechanics of physics and
economy were already discussed in detail in the previous section. Progression,
tactical maneuvering and social interaction are new and will be discussed below.

Progression deals with those aspects of gameplay that stemsfrom quality
level design and mechanics that control player progress through these levels. In
these games, designers have created levels in which playersneed to overcome a
prede�ned set of challenges. Completing a particular challenge will often unlock
other challenges, and this way players progress towards a particular goal. For
most of these games, the goal is to reach a particular location (where usually
the �nal challenge awaits in the form of a \boss �ght"). For th is type of game,
careful lay-out of the levels creates a smooth experience. They tend to take
longer to complete than games that do not rely on level progression, but once
they are completed, they o�er little replay value: many players play through this
type of game only once. Because the play experience and progress through a
progression-driven game can be tightly controlled by a designer, this type of game
lends itself particular well to games that also deliver stories. Typical examples
of level-driven games include action-adventure games suchas The Legend of
Zelda or Assassins Creed , �rst-person shooter games such asHalf-Life or
Halo , and role-playing games such asBaldur's Gate or The Elder Scrolls
IV: Oblivion .

Tactical maneuvering involves those mechanics that deal with the placement
of game units on a map for o�ensive or defensive advantages. Tactical maneu-
vering is critical in most strategy games, but also featuresin certain role-playing
games and simulation games. The mechanics that govern tactical maneuvering
typically specify what strategic advantages units gain from being at a particular
location. These mechanics might be continuous or discrete,but discrete, tile
based mechanics still seem to be common. Tactical maneuvering is important
in many board games such asChess and Go but also computer strategy games
such asStarCraft or Command & Conquer: Red Alert .

Much social interaction that emerges from playing a game is not captured
with mechanics. As soon as a multiplayer game allows direct,in-game interac-
tion, social interaction outside the rules emerges. Some games include mechanics
that deal with that sort of interaction more explicitly. For example, role-playing
games might have rules that guide the play-acting of a character, and a strat-
egy game might include rules that govern the forming and breaking of alliances
between players.

This dissertation mostly zooms in on the discrete mechanicsof economy and
progression. Three reasons for this are:

1. As should become clear from �gure 1.7 these types of mechanics play a role
in most game genres. They are more common than tactical maneuvering
and social interaction.
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2. As was discussed above, there is usually more freedom for design in those
mechanics that are, to a certain extent, discrete. Continuous physics gen-
erally aim to accurately simulate a real or imagined setting, the required
knowledge can be taken directly from real physics. For discrete mechan-
ics and game economy, there exist far fewer o�-the-shelf solutions. This
dissertation aims to contribute to the development of applied theory to
improve this.

3. In order to control the scope of this dissertation, not all types of mechanics
can be discussed in equal detail. Tactical maneuvering and social interac-
tion in games are both very large topics that would warrant independent,
detailed study.

1.4 Emergence and Progression
Mechanics of progression correspond to what Jesper Juul calls \structures of

progression" in games which he separates from \structures of emergence" (Juul,
2002). His classi�cation is very in
uential within game stu dies and provides a
relevant framework for the study of mechanics in this dissertation. Put simply,
emergence indicates that relatively simple rules lead to much variation, whereas
progression indicates that many predesigned challenges are ordered sequentially.
According to Juul, \emergence is the primordial game structure" (Juul, 2002,
324) that is caused by the many possible combinations of rules in board games,
card games, strategy games and most action games. Games of this type can be
in many di�erent con�gurations or states: all possible arrangements of playing
pieces in a Chess constitute di�erent game states as the displacement of a
single pawn by even one square is a critical di�erence. The number of possible
combinations of pieces on aChess board is huge, yet the rules easily �t on a
single page. Something similar can be said of the placementsof residential zones
in the simulation game SimCity or the placement of units in the strategy game
StarCraft .

Progression, on the other hand, relies on a tightly controlled sequence of
events. Basically, a game designer dictates what challenges a player encounters
by designing levels in such a way that the player must encounter these events
in a particular sequence. The use of computers to mediate games have made
this form possible. Progression requires that the game is published with much
content prepared in advance, for board games this is inconvenient.5 As such,
progression is the newer structure, starting with the text-adventure games from
the seventies. In its most extreme form, the player is `railroaded' through a
game, going from one challenge to the next or failing in the attempt. With
progression the number of states is relatively small, and the designer has total

5Published scenario's for for pen-and-paper role-playing games are exa mples of non-digital
games of progression. They take the form of books specifying setting, ch aracters and possible
storylines. However, they cannot be considered to be older forms of progressi on in games than
computer games, as pen-and-paper role-playing originate from the sa me period as computer
games of progression.
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control over what is put in the game. This makes games of progression well
suited to games that tell stories.

In the original article Jesper Juul expresses a preference for games that in-
clude emergence: \On a theoretical level, emergence is the more interesting
structure" (Juul, 2002, 328). He regards emergence as a structure that allows
designers to create games where the freedom of the player is balanced with the
control of the designer: with a game of emergence designers do not specify every
event in detail before the game is published, though the rules may make certain
events very likely. In fact, a game with an emergent structure often still follows
fairly regular patterns. Juul discusses the gun �ghts that almost always erupt in
a game ofCounter-Strike (Juul, 2002, 327). Another example can be found
in Risk where the players' territories are initially scattered all over the map,
but over the course of play their ownership changes and the players generally
end up controlling one or a few areas of neighboring territories. Despite these
emerging patterns Juul acknowledges that most games combine emergence and
progression. The main example in Juul's article,EverQuest , is \a game of
emergence, with embedded progression structures" (Juul, 2002, 327).

In his book Half-Real, Juul is more nuanced in his discussion of emergence and
progression (Juul, 2005). Most modern games fall somewherebetween games
of emergence and progression.Grand Theft Auto: San Andreas has a
vast open world, but also a mission structure that introduces new elements and
unlocks this world piece by piece. In the story-driven �rst-person shooter game
Deus Ex the storyline dictates where the player needs to go next, butplayers
have many di�erent strategies and tactics available to deal with the problems
they encounter on the way. It is possible to write a `walkthrough' for Deus Ex ,
de�ning it as a game of progression according to Juul's classi�cation, but there
are many possible walkthroughs forDeus Ex . Just as, at least in theory, it is
possible to create a walkthrough for a particular map in SimCity , instructing
the player to build certain zones or infrastructure at a particular time in order
to build an e�ective city. It would be hard to follow such a wal kthrough, but
creating one is possible. Pure games of emergence and pure games of progression
represent two extremes on a bi-polar scale, but most games have elements of
both. Yet at the same time, emergence and progression are presented as two
alternative modes of creating challenges in games, that might co-exists in a game,
but are hard to integrate. This dissertation questions this perspective and seeks
strategies to merge structured level design and emergent, rule-based play more
e�ectively.

One trajectory towards an answer is that emergent behavior thrives some-
where on the border of chaos and order (cf. Salen & Zimmerman,2004, 155).
A true chaotic system will seem random and meaningless to most observers,
whereas in games it helps if the player can make sense of what is going on.
Where rules push games towards chaos by introducing dynamicbehavior, levels
pull games back towards order by imposing structure. If games are pulled too far
back, they become games of progression where the spatial structure dominates
the rules and little dynamic play remains.

This dissertation acknowledges that most games display complex, emergent
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Figure 1.8: Civilization III is a good example of a game with a vast open world for
the player to explore, conquer and shape.

behavior. Many games structure this behavior through leveldesign, but some
games can do without. Many casual games, such asBejeweled , are purely
games of emergence. Many other casual games, such asAngry Birds , have
many pre-designed levels that confront players with new challenges, but they
are more puzzles than structured, story-like play experiences. For these games,
once the mechanics are in place, many new puzzles and levels can be generated
endlessly, not unlike the game ofTangram .

On the other hand, pure games of progression are quite rare. The most
typical examples of these games are text-adventures such asColossal Cave
Adventure or Zork . But that game genre became almost extinct over two
decades ago. Today adventure games are almost always action-adventure games;
they almost always include some form of mechanics-driven, emergent action as
part of the gameplay. So even though games can have both emergence and
progression, it seems that modern games cannot do without the �rst, but can
do without the latter.

So-called `sandbox games' create an open, virtual world that is not designed
to guide the player towards a particular goal. Sandbox gamesroughly correspond
with the management simulation genre in �gure 1.7. In this type of game, players
are free to explore as they see �t, whether this is from a �rst person perspective
as in Grand Theft Auto III or from the god-like perspective in a game like
SimCity or Civilization (see �gure 1.8). In a typical sandbox game there are
few restrictions and many optional goals for the player to pursue, some of these
goals are set by the player, not the game. Will Wright, the designer of SimCity
and many other simulation games, is quoted to have stated that his games are
more like toys as they do not dictate any goals (in Costikyan,1994). These
games do not de�ne avariable, quanti�able outcome. Instead, players set and
value their own goals.

As a medium for telling stories or delivering a concise play experience, vast
open worlds are not always the best option. Worlds have gotten so large that
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the player can easily lose track of the main storyline. Hunting down the story
and making your way through yet another dungeon can be experienced as quite
tedious. It is a 
aw that large games such asThe Elder Scrolls IV: Obliv-
ion or Fallout 3 su�er from. It is also the reason why Chris Crawford does not
put too much faith in this structure for interactive storyte lling (2003b, 261-262).
Yet, the arti�cial worlds found in games seem to grow larger and more detailed
with every new release, indicating that progression remains a relevant aspect of
game design.

1.5 Emergence
The use of the term emergence in games, which predates Juul'scategories

(for example see Smith, 2001), is often in reference to the use of the term within
the sciences of complexity. There it refers to behavior of a system that cannot be
derived (directly) from its constituent parts. At the same t ime Juul cautions us
not to confuse emergent behavior with games that display behavior the designer
simply did not foresee (Juul, 2002). In games, as in any complex system, the
whole is more than the sum of its parts. While the active agents or active
elements in a complex system can be quite sophisticated in themselves, they
usually can be simulated as rather simple models. Even when the study is about
the 
ow of pedestrians in di�erent environments, great results have been achieved
by simulating them with only a few behavioral rules and goals(Ball, 2004, 131-
147). Similarly, the elements that make up games can be a lot more complex
than the elements of a typical system studied by the science of complexity, but at
least some games (such asGo and Chess) are famous for generating enormous
depth of play with relatively simple elements and rules. Theactive substance of
these games is not the complexity of individual parts, but the complexity that
is the result of the many interactions between the parts.

The main assumption of this dissertation is that the particular con�gurations
of elements into complex systems that contribute to emergence in other systems
also cause interesting gameplay. In other words: gameplay is an emergent prop-
erty of a game system de�ned by its rules. For game designers this means that
understanding the structural characteristics of emergentsystems in general, and
in their games in particular, is essential knowledge.

One of the simplest systems that show emergent behavior is a particular
class of cellular automata studied by Stephen Wolfram (2002). The cells of
cellular automata are relatively simple machines that abide only to local rules.
The algorithm that de�nes their behavior takes input only fr om its immediate
surroundings. In this particular class of cellular automata, the cells are aligned
on a line, the state or color of each cell is determined by the previous state
of that cell and its two immediate neighbors. With only two possible colors,
this creates eight possible combinations. Figure 1.9 displays one set of possible
rules (on the bottom) and the resulting, surprisingly complex pattern (on top).
This pattern is created because each iteration of the systemis displayed on a
new horizontal line below the previous iteration. Wolframs's extensive study has
revealed three critical qualities of systems that exhibit dynamic behaviors: 1)
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Figure 1.9: Stephen Wolfram's 'Rule 30 Automaton', taken from
http://www.stephenwolfram.com

They must consist of simple cells whose rules are de�ned locally, 2) the system
must allow for long-range communication, and 3) the level ofactivity of the cells
is a good indicator for the complexity of the behavior of the system. These
qualities are discussed below.

The easiest way to implement a cellular automaton on a computer is to
program a simple state-machine that takes its own state and the states of its
immediate neighbors as input for the function that determines its new state after
each iteration. This communication of each cell's state plays an important role in
the emerging behavior, without such input all cells would behave individually,
and system-wide behavior would not be possible at all. In order to get more
dynamic behavior communication between neighboring cellsmust lead to long-
range communication in the system. This type of long-range communication is
indirect and takes time to spread through the system. Systems that show pockets
of communication with little or no communication between the pockets will show
less complex behavior than systems in which such pockets do not occur or are less
frequent (Wolfram, 2002, 252). Connectivity is a good indicator of long-range
communication in the system. A special case of long-range communication is
feedback: a cell or group of cells produce signals that ultimately feed back into
its own state somewhere in the future. Long range communications travel over
long distances through the system or, alternatively, through time and produce
delayed e�ects. As we shall see throughout this dissertation, this sort of feedback
is very important for games.

The number of cells that are active (cells that change their state) is important
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for the behavior of the system as a whole. Complex behavior, that is behavior
that is hard to predict but still seems to follow some sort of logic or hidden
pattern, occurs mostly in systems with many active cells (Wolfram, 2002, 76).

Cellular automata show us that the threshold for complexity is surprisingly
low. Relatively simple rules can give rise to complex behavior. Once this thresh-
old is passed introducing extra rules does not a�ect the complexity of the be-
havior as much (Wolfram, 2002, 106).

In another study of emergence, Jochen Fromm builds a taxonomy of emer-
gence that consists of four types of emergence (types I, II, III and IV). These
types can be distinguished by the nature of communication, or feedback, within
the system (Fromm, 2005). Feedback is created when a closed circuit of com-
munication exists within a system; in e�ect, when a state change of a particular
element directly or indirectly a�ects the state of the same element later on.
Feedback is called positive when these e�ects strengthen themselves, as is the
case with guitar feedback where strings are vibrated to produce sound, and am-
pli�cation of the sound causes the strings to vibrate in turn. Feedback is called
negative when the e�ect dampens itself. A thermostat is a typical example, a
thermometer detects the temperature of the air, when it becomes too low it will
activate a heater, the heater will then cause the temperature to rise which in
turn will cause the thermostat to turn o� the heater again. Ne gative feedback
is often used in this way to maintain balance in a system.

In the simplest form of emergence, nominal or intentional emergence (type
I), there is either no feedback or only feedback between agents on the same level
of organization. Examples of such systems include most man-made machinery
where the function of the machine is an intentional (and designed) emergent
property of its components. The behavior of machines that exhibit intentional
emergence is deterministic and predictable, but lacks 
exibility or adaptabil-
ity. Both the guitar feedback and the thermostat are examples of this type of
predictable feedback.

Fromm's second type of emergence, weak emergence (type II),introduces
top-down feedback between di�erent levels within the system. Flocking is an
example he uses to illustrate this type of behavior. A 
ock-member reacts to
the vicinity of other 
ock-members (agent-to-agent feedback) and at the same
time perceives the 
ock as a group (group-to-agent feedback). The entire 
ock
constitutes a di�erent scale than the individual 
ock-memb ers. A 
ock-member
perceives and reacts to both.

One step up the complexity ladder from weakly emergent systems we �nd
systems that exhibit multiple emergence (type III). In these systems multiple
feedback traverses the di�erent levels of organization. Fromm illustrates this
category by explaining how interesting emergence can be found in systems that
have short-range positive feedback and long-range negative feedback. It propels
the appearance of stripes and spots in the coat of animals andthe 
uctuation
of the stock-market. John Conway'sGame of Life is also an example of this
type of emergence (Gardner, 1970).6 The Game of Life can easily be shown

6Although called the Game of Life , Conway's cellular automaton does not fall in the
category of games as de�ned earlier in this chapter. It does not have any quanti�able goal and
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to include both positive feedback (the rule that governs thebirth of cells) and
negative feedback (the rules that govern the death of cells). The Game of Life
also shows di�erent scales of organization: at the lowest end there is the scale of
the individual cells, on a higher level of organization we can recognize persistent
patterns and behaviors such as gliders and glider-guns.

Fromm's last category is strong emergence (type IV). His twomain examples
are life as an emergent property of the genetic system and culture as the emer-
gent property of language and writing.7 Strong emergence is attributed to the
large di�erence between the scales on which the emergence operates and the ex-
istence of intermediate scales within the system. Strong emergence is multi-level
emergence in which the outcome of the emergent behavior on the highest level
can be separated from the agents on the lowest level in the system. For example,
it is possible to set up a grid of the cellular automata used for the Game of
Life in such way that on a higher level it acts as a Turing Machine which in
itself also displays emergent behavior. In this case causaldependency between
the behavior displayed by the Turing Machine and the Game of Life itself is
minimal.8

From this brief discussion a number of important observations on the nature
of emergence comes forward. Within this dissertation emergent behavior is at-
tributed to feedback loops in the system, and preferably multiple feedback loops.
Only one would only lead to nominal (type I) feedback. Therefore, emergent sys-
tems must consist of multiple elements that act more or less independently. A
su�cient level of activity is required; a system with only a f ew active elements
tends to be too stable and predictable to make for interesting games. Com-
munication (or interaction) must exist between these elements at a local scale
and this local communication must indirectly enable long range communication.
Feedback, a form of communication where information and actions are fed back
to the source, often causes emergent behavior, especially when more than one
feedback loop a�ects the system. Finally, emergent systemsoften show di�erent
scales of organization, with communication and feedback traversing these scales.

1.6 Progression
Despite the importance of emergence in games, no professional game designer

can turn a blind eye towards level design and mechanics of progression. To
subject yourself to game rules is to cross the boundary into the magic circle
and to immerse yourself in the game's �ctional space. Within that space the

does not require any e�ort by the player. However, as we have seen with to ys, players of the
Game of Life can set goals themselves, such as �nding con�gurations that will live fo r a very
long time, or grow into stable systems. These goals are quanti�able an d do require e�ort to
reach.

7One could question whether in both cases one follows from the other, or w hether they
have evolved in unison. Emergence might not be the best way to describe thei r mysteries. In
fact, some researchers express serious doubts whether or not strong emergence can exist at all
(Chalmers, 2006).

8Although this is not the same as claiming that a Turing Machine co uld emerge from a
particular, seemingly random, starting condition for the Game of Life .
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Figure 1.10: In Half-Life 2 the player arrives in the game by train, but never leaves
the rails.

player starts to explore the game and its possible states. The number of rules,
interface element and gameplay options of a modern retail video game is usually
larger than most players can grasp at once. Even smaller games found on the
Internet frequently require the player to learn a multitude of rules, to recognize
many di�erent objects and to try out di�erent strategies. Ex posing a player
to all these at the same time can result in an overwhelming experience, and
players will quickly leave the game in favor of others. The best way to deal
with these problems is to structure the game experience withclever level design
that teaches the player the rules in easy-to-handle chunks.In many cases games
include special tutorial levels to introduce a player to the core concepts, and
even then they will introduce new concepts with extreme care.

The use of tutorials and level design to train the player is anillustration
of one of the strengths of the medium of games: the use of game space to
structure player experience. Unlike literature or cinema,which are well suited
to depict events in time (histories), games are well suited to depict space. Henry
Jenkins places games in the tradition of spatial stories, anhonor they share with
traditional myths and hero's quests as well as modern works by J.R.R. Tolkien
(Jenkins, 2004). Simply by traveling through the game space, a story is told.
A similar sentiment is found in Ted Friedman's essay onCivilization (1999)
where the drama of that game directly stems from the player'sjourney through
and conquest of a virtual world.

Many games have utilized this capacity to great e�ect. TheHalf-Life series
stands out as a particular good example. The games from this series are �rst-
person shooter action games in which the player traverses a virtual world that
seems to be vast but which in reality is con�ned to a quite narrow path. The
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whole story of Half-Life is told within the game, there are no cut-scenes that
take the player out of the game, all dialog is performed by characters inside the
game, and the player can choose to listen or ignore them altogether. Half-
Life has perfected the art of guiding the player through the game,creating a
well-structured experience for the player. The practice isoften referred to as
`railroading'; in this light it is probably no coincidence t hat in Half-Life and
Half-Life 2 the player arrives in a train (see �gure 1.10).

1.7 Approach and Dissertation Outline
Designing games for emergent gameplay and coherent progression using dis-

crete mechanics presents designers with many problems. Perhaps the biggest
handicap for the game industry is the lack of formal, theoretical tools to deal
with the complexity of emergent gameplay and to assist the design of games.
Several prominent designers and academics have answered Doug Church's call
to develop \formal abstract design tools" (Church, 1999). This dissertation also
answers that call. By developing applicable design theory for discrete game me-
chanics and level progression I hope to help designers understand the complex
nature of game systems and to get a better grip on the elusive notion of game-
play and to create progression e�ciently. In this respect th is dissertation does
not discriminate between board games and computer games, both are essentially
rule-based artifacts and that can have emergent gameplay. The games discussed
in this dissertation come from both categories in more or less equal measure.

The development of prototype software tools to assist or automate the de-
sign process is an important aspect of this dissertation. Inmany ways, the
development of these prototypes was an important step in validation of the the-
ory's applicability. At the same time, implementation inva riably led to further
improvements of the theory in what turned out to be a highly it erative process.

In the next chapter I will explore games as rule based systemsin more depth.
Games share some relations with simulations, which are alsorule based systems.
However, where simulations aim to model a source system accurately, games
have a di�erent goal: they aim to create an interesting experience. This means
that games can deal with rules di�erently.

Chapter 3 discusses game design theories from the game industry and from
academia. Although all these theories have their own merits, no theory has
emerged as an industry or academic standard. In fact, some people doubt that
any theoretical or methodological approach to the design ofgames can work, as
none of these can do justice to the creativity involved in designing games. Chap-
ter 3 will also address the arguments put forward by the people who subscribe
to this opinion.

In Chapter 4 I will present my Machinations framework as an a alternative
theory of game design focusing on internal economy and emergent gameplay.
The design of this framework takes into account the concernsthat have been
discussed in Chapter 3. It utilizes an abstract, visual notation to represent
discrete game mechanics. The digital version of these Machinations diagrams
can be run in order to simulate a game. The Machinations framework aims
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to foreground those structural qualities of game mechanicsthat contribute to
(good) gameplay.

The Machinations framework focuses on game economy and neglects level
design. In Chapter 5, game levels and mechanics of progression take center
stage. In this chapter I will develop the Mission/Space framework, which o�ers
a structural perspective on these elements of game design. As an illustration of
how the Machinations framework and the Mission/Space framework can be used
to inform game design on a theoretical level, I will leverageboth frameworks in
Chapter 6 to explore how emergence and progression might be,and occasionally
have been, integrated in games.

In Chapter 7 I will unite the formal perspectives on games presented in Chap-
ters 4 and 5 under the notion of game design as a series of modeltransformations.
Model transformation, a concept taken from software engineering, describes how
models, each representing a di�erent perspective on the subject matter, can be
transformed into other models through the use of formal grammars and rewrite
systems. Model transformations for game design provide theoretical leverage to
automate certain aspects of the design process, as will be illustrated with the
discussion of some experimental software prototypes that generate game content.

In Chapter 8 I will evaluate the applied theory and the tools developed during
this research and answer the main research question: what structural qualities
of game rules and game levels can be used in the creation of applied theory
and game design tools to assist the design of emergent gameplay? I will discuss
the result of integrating them into the game development courses taught at the
Hogeschool van Amsterdam (Amsterdam University of Applied Sciences) and
the workshops I have hosted at several industrial and academic conferences.
The reception of the tools and theory presented in this dissertation by students,
industry veterans, and academic peers is an important aspect of its validation.

1.8 Terminology
The following terminology is used throughout this dissertation:

� A game is a system in which players engage in arti�cial con
ict, de� ned
by rules, that results in a variable, quanti�able outcome a� ected by player
e�ort and ability.

� Gameplay is an emergent property of the game as de�ned by its rules.
Gameplay is a qualitative measure of player actions and experience; good
games are said to have gameplay.

� The mechanics of a game is a set of rules governing the behavior of a
single game element. These rules are speci�c: for example, amechanism
speci�es exactly how fast a character moves, how high a character jumps
and how much energy this costs. In this dissertation I will prefer using
\game mechanism" over the slightly awkward, but commonly used, singu-
lar form of \game mechanic". This dissertation focuses on discrete game
mechanics, not on continuous physics, as these mechanics generally o�er
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more design-freedom and are less well understood because the reference
systems available to model discrete mechanics on are less established.

� The core mechanicsof a game are those mechanics that players interact
with most frequently and which a�ect the gameplay the strongest. The
boundaries of this set are fuzzy.

� The internal economy of a game is constituted by the production, 
ow
and consumption of game resources. These resources include, but are not
restricted to, power-ups, collectibles, points, items, ammunition, currency,
health and player lives. These resources can be tangible or abstract. The
structure of the mechanics that determine the production, 
ow, and con-
sumption play an important role in the emergent gameplay of the game.

� A level is a particular spatial and/or logistical structure in a gam e that
dictates what challenges players encounter. Typically, a level contains a
set of positioned game elements and/or scripts to control special events
and players' progress through the game.

� Emergencein games refers to the fact that the behavior of certain gamesis
the result of a complex and dynamic system of rules. This means that for
these games the number of possible states is huge: relatively few, and often
discrete mechanics can create a large number, sometimes even in�nite, of
possible states. Emergence is an important source of gameplay and replay
value, but it is also very hard to predict, design and control.

� Progression in games refers to the structures in games where a designer
outlined the possible game states beforehand, usually through level design
or through some form of game scripting. Progression o�ers much control
of the play experience but has the disadvantage that it generates relatively
low replay value.

� Feedbackoccurs when a change in the current state of a particular element
in a system a�ects the state of the same element at a later time. Feedback
requires that a closed circuit of causality causes the e�ects of the state
change to `feed back' into the new state. Feedback plays an important
role in those structural qualities of game mechanics that contribute to
emergence and emergent gameplay.
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It seems that perfection is reached not when
there is nothing left to add, but when there is
nothing left to take away.

Antoine de Saint-Exup�ery (1939) 2
Rules, Representation and

Realism 1

Within the entertainment game industry, much e�ort is spent on making games
more realistic. Game productions get bigger every year as graphics, physics
modeling and arti�cial intelligence take huge strides to ever more realistic simu-
lations. Although these developments advance our understanding of the medium
of games, few developers show an active interest in alternative approaches to
games. Certain type of games, such as serious games, su�er from this trend.
Compared to other educational media, serious games are already quite expen-
sive to produce. If the players and producers of these games expect a level of
realistic sophistication that approaches the level found in triple-A titles these
games will fail to keep up.

This chapter presents an alternative perspective on games that breaks away
from realism and investigates games as a form of abstract, non-realistic, and rule-
based representation. From this perspective, the strengthof games does not lie
in the accurate modeling of fantasy worlds but in capturing complex systems
with relative simple rules, while still retaining the overall dynamic behavior of
the original system a game is trying to model. In this chapter I argue that
games, as rule-based systems, are excellent vehicles for knowledge, learning and
entertainment, irrespective to whether these games have been created for fun
or education. Even if they are not created with photo-realistic assets, detailed
physics simulations and multi-million dollar budgets.

Games constitute a new form of rule-based representation that is fundamen-
tally di�erent from static representation through non-int eractive text, images
and sounds. According to Rune Klevjer, simulation is a form of procedural repre-
sentation; simulation represents rules instead of events (2002). Gonzalo Frasca
classi�es simulation as an alternative to narrative or representation (2003, 223).
Ian Bogost picks up on Frasca's work when he de�nes simulation as follows: \A
simulation is a representation of a source system via a less complex system that
informs the user's understanding of the source system" (2006, 98).

This link between games, rules and simulation is especiallyclear in the con-

1This chapter also appeared in a slightly altered form as a journal art icle for Simulation &
Gaming (Dormans, 2011a).
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temporary focus on realism found in many modern games. Over the years games
have grown increasingly more realistic. The power of moderncomputers allows
us to render nearly photo-realistic images in real time; thevisual and auditive
qualities of games quickly approach the quality found in cinema. Games often
refer to elements recognizable from real life: real cars, real environments, real
weapons. Games that look and feel realistic sell well. In some cases the reality
a game refers to is purely �ctional. Games set in the Star Warsuniverse depict
many things that are not real, but still the players have a clear idea what a Star
Wars game should look, sound and feel like. Much industry research is aimed
at making games more realistic. Realism features prominently in the \top ten
hurdles facing game designers today" published on the website of the magazine
Popular Science. All are concerned with the accurate and realistic simulation of
real-life phenomena. Getting water and �re e�ects right made that list, as did
realistic movement, rendering human faces and arti�cial intelligence designed to
capture realistic behavior (Ward et al., 2007).

On the other hand, in certain circles of game critics and scholars, it is in
vogue to point out that realism is not what games are about. Steven Poole's
Trigger Happy deconstructs the supposed realism of games. He argues that most
players play games because they allow them to do things that cannot be done
in reality. A thoroughly realistic race game, for example, would require a player
to undergo thorough training before he can even try to complete a single round
on a racing circuit. A game that is totally realistic ceases to be a game (Poole,
2000, 77). He concludes: \videogames will become more interesting artistically
if they abandon thoughts of recreating something that lookslike the 'real' world
and try instead to invent utterly novel ones that work in amaz ing but consistent
ways" (Poole, 2000, 240).

The sentiment that games are di�erent from realistic and accurate simulations
can already be found in the early work of Chris Crawford who states:

\accuracy is the sine qua non of simulations; clarity the sine qua non
of games. A simulation bears the same relationship to a game that a
technical drawing bears to a painting. A game is not merely a small
simulation lacking the degree of detail that a simulation possesses; a
game deliberately suppresses detail to accentuate the broader mes-
sage that the designer wishes to present. Where a simulationis
detailed a game is stylised" (1984, 9).2

Jesper Juul also points out that: \games are often stylized simulations; de-
veloped not just for �delity to their source domain, but for a esthetic purposes.
These are adaptations of elements of the real world. The simulation is oriented
toward the perceived interesting aspects of soccer, tennisor being a criminal in
a contemporary city" (2005, 172). Games allow us to do thingsnot available
to us in real life, and it is rules that grant us this power, as long as the player
follows them. However, rules create both limitations and a�ordances. Without

2The paintings that are most stylized are modern paintings that stri ve to capture the essence
of that which they depict through non-realistic means. I assume that Cr awford is referring to
this type of paintings.
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rules, games would have little structure and actions would have little meaning
(Juul, 2005, 58). It is for similar reasons that I linked rules to agency in a study
on pen-and-paper role-playing games, even though many avidrole-players tend
to downplay the importance of rules in favor for interactive play-acting. In a
pen-and-paper role-playing game the rules form an interface with the �ctional
world, and it is through rules that players can a�ect that wor ld; game rules
create agency (Dormans, 2006b). When looking at a game it is more important
to look at what rules allow, instead of how they limit the player (cf. Wardrip-
Fruin et al., 2009). Pressing the jump button in a Super Mario Bros. game
has the satisfactory e�ect of making the on-screen avatar jump way beyond the
capabilities of any human being. Game rules amplify our own abilities and allow
us to explore strategies or tactics in arti�cial con
ict tha t would be dangerous,
destructive, impractical or impossible in real life.

2.1 The Iconic Fallacy
Ian Bogost's de�nition of a simulation as: \a representation of a source sys-

tem via a less complex system that informs the user's understanding of the
source system" (2006, 98) closely resembles the semiotic triparte model of the
sign drafted by Charles S. Peirce. This resemblance provides an opportunity to
investigate realism in games from a di�erent, semiotic perspective. This perspec-
tive reveals that the current trend towards realism games ispreoccupied with
only a small subset of possible forms: iconic forms. At the same time, Peirce's
semiotic theory also suggest where to look in order to explore games and rules
beyond realism.

In Peirce's triparte model a sign is connected to an object: that what the
sign represents, and an interpretant: the mental concept the sign invokes; which
\is neither an interpreter nor a user of signs" (Kim, 1996, 12). This model of the
sign is best known for the classi�cation of signs into icons,indexes, and symbols.
This classi�cation is based on the nature of the relation between the sign and
its object: when a sign resembles its object it is an icon, when the sign has
an existential connection to its object it is an index, and when the connection
is arbitrary it is a symbol (Kim, 1996, 19-21). Figure 2.1 combines Bogost's
de�nition of simulation with Peirce's model of the sign.

If games and simulation are forms of representation, then the same categories
of relations between their form (simulation) and that what t hey represent (source
system) apply to games. This perspective dictates that games, like any form of
representation, always signify something outside the game. This is true even
for games that are created for the purpose of entertainment only. No matter

Figure 2.1: Triparte model of signs and simulation.
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how much the \poetic function" (Jakobson, 1960) of an entertainment game
calls attention to its representational form, it still is a f orm of communication
that does refer to many meaningful and recognizable elements outside the game.
Cultural interpretations of relative simple and abstract entertainment games like
Pac-Man (Poole, 2000, 178-183) orTetris (Murray, 1997, 143-144) have been
made, and even though these interpretations are sometimes quite far fetched, the
point is that, like any form of art, no game exists within a social and cultural
vacuum. As David Myers points out: \human play as a cognitive and symbolic
act that is fundamental to the human representational process" (1999a, 486).

In this semiotic model of games and simulation realism and iconicity are
linked. We call a simulation realistic when the simulation (as a system) closely
resembles the source system; we call a simulation realisticwhen it is iconic.
From this analogy two other forms of simulation suggest themselves: indexical
and symbolic simulation. If games are ultimately not realistic, then indexical and
symbolic simulation might be interesting notions to help us understand games
better. As we will see in the next two sections, constructions that we could call
indexical or symbolic have been used in games to great e�ect.

Before exploring indexical and symbolic simulations I would like to push the
analogy between linguistic signs and simulation one step further to make appar-
ent an interesting discrepancy between the current focus oniconic games and
the highly symbolic nature of language. Natural language isby its nature very
abstract, not realistic; most words do not resemble what they stand for. And it
is the abstract nature of language that contributes to language's great expres-
siveness. This notion can be traced back a long time. It was already apparent
in the works of seventeenth century philosopher John Locke who observed:

\Men making abstract Ideas, and settling them in their Minds with
names annexed to them, do thereby enable themselves to consider
Things, and discourse them, as it were in bundles, for the easier and
readier improvement, and communication of their Knowledge, which
would advance but slowly were their words and thoughts con�ned
only to Particulars" (Locke, 1975, 420).

It is on similar grounds that, roughly a century later, the ph ilosopher Edmund
Burke attaches greater aesthetic power to poetry than to therealistic paintings
of his age. Poets use words to \obscure" the image they try to get across.
Paradoxically, this leads to a mental image that is more vivid and evocative
than painting a complete and detailed picture of the same thing(Burke, 1990, 55).
These days the development of abstract art has changed all this and has increased
the expressive power of the image dramatically, as is exempli�ed by the names
used by art history to identify particular genres: Impressionism, Expressionism,
Abstract Expressionism, etcetera.

Ferdinand de Saussure identi�es the arbitrary character ofthe linguistic signs
as their principal characteristic. Although he does not rule out the possibility of
non-arbitrary signs, he argues that in human languages mostsigns are arbitrarily
linked to their meaning. There are usually no characteristics of what we are
referring to that are connected to the words we use (de Saussure, 1983, 67-69). In
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other words, language consists mostly of symbols; there areonly a few linguistic
icons and indexes. For Saussure too, it is the human faculty to construct a
\system of distinct signs corresponding to distinct ideas" that makes language
possible (de Saussure, 1983, 10). Through the human capability to take abstract
meanings and handle them in bundles, human expression and understanding
is taken beyond the level of particular things and into the realm of general
knowledge. In other words, abstract, non-iconic presentations contain more
expressive and representational power than realistic or iconic representations.

Ian Bogost's de�nition of simulation quoted above is not complete. Bogost
emphasizes that subjectivity is inherent to simulation: \A simulation is a repre-
sentation of a source system via a less complex system that informs the user's
understanding of the source system in a subjective way" (Bogost, 2006, 98). In
a simulation a system is represented through another systemand the choices
made in the construction of the second system re
ect the values of its creator:
\no simulation can escape some ideological context" (Bogost, 2006, 99). As
Bogost insists, this subjectivity can be partly attributed to the fact that with
simulation the simulating system is by necessity less complex than its source
system. A simulating system always deviates from its sourcesystem and the
choices made in that deviation re
ect the understanding and/or ideology of the
person or group that created the simulation. What Bogost exactly means with
`less complex' is not made explicit. Here, I interpret `lesscomplex' as `consisting
of fewer parts'. The number of parts in a simulation is usually lower than the
number of their counterparts in the source system. This alsomeans that in most
cases those parts are abstractions of more complex subsystems in the source sys-
tem. For example the parts that make up a simulated weather system bundle
many actual air-molecules that make up real weather. This makes the simula-
tion more convenient to handle, or to paraphrase Locke: it enables us to consider
the multitude of parts of a simulated system in bundles for easier and readier
understanding, and for easier and readier communication and improvement of
that understanding.

Thus, there always exists a gap between a simulated system and its simula-
tion, and that gap always renders the simulation subjectiveto a lesser or greater
extent. However, this subjectivity is the price we pay for the convenience and en-
hanced understanding that subjective simulations allow. In most cases the gain
in expressive power outweighs the loss in resemblance to particular instances.

When one considers a simulation as essentially subjective,it is worth noting
that any claim to realism becomes an ideological maneuver initself. For example,
the high level of verisimilitude in America's Army can be read as the rhetoric
claim that its apparent realism and correctness in visual representation can be
extended into the ideological domain: `the game got its physics right, so its
ethical claims must be realistic, too' (Bogost, 2007, 78). On the other hand, in
commercial entertainment games realism is often rendered as a special e�ect. In
these games realism and authenticity becomes a spectacle designed to impress
and to be appreciated by the audience. Realism, with its highpoly-count, plasma
e�ects and particle engines, is foregrounded and hyperreal. Or to use the words
with which Geo� King described a very similar phenomenon in blockbuster �lms:
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Figure 2.2: A schematic sketch of Diablo 's inventory screen.

it is \the hyperrealistic spectacle-of-authenticity rath er than authenticity itself"
(King, 2000, 136).

2.2 Indexical Simulation
To start looking beyond iconic simulation, the notions of indexical and sym-

bolic simulation are obvious points of departure. In this section I will discuss the
�rst notion, in the next section I will discuss the second. The `inventory system'
that �rst occurred in Diablo and that has since featured in many other games
can be seen as an example of the �rst. It inspired Warren Spector, developer
of Deus Ex , into saying that: \Diablo got Inventory right. There's no s ense
messing with something that works...".3 For quite some years now, many com-
puter games have included an `inventory': the game allows the main character
to pick up objects and carry them around. The player can manage these objects
in the game's inventory screen. Most games restrict the number of objects the
character can carry in some way. There might be a �xed number of objects
the character can pick up, or all the game objects might have aweight value
attached to it and the character can only carry objects up to aparticular load.

Diablo 's inventory system takes object size as it main restrictingfactor (see
�gure 2.2). Each item takes up a number of inventory `slots', the available slots
are limited and organized in a grid. An item may take up 1x1, 2x2 or 1x4 slots
for example. Depending on the available room in the inventory an object can
be picked up or not. The upper half of the screen is dedicated to the objects the
main character currently has equipped.

I argue that this is an example of indexical representation in games. The
main restricting factors for somebody to carry objects in real life (shape, size and
weight) are represented by easily understandable two-dimensional shapes. These

3Quoted on S. T. Lavavej's Deus Ex webpage. URL: http://nuwen.net/dx.html (last
visited June 23, 2011). However, it must be said that opinions on thi s system di�er; not
everyone is as enthusiastic as Warren Spector (see for example Adams & Rol lings, 2007, 516-
518). Whether it is a good design decision to burden players with the upk eep of their inventory
depends on the type of game and intended gameplay.
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shapes and their relative size can be said to be existentially connected to the size
and weight of their simulated counterparts. Therefore the simulation quali�es as
an indexical construction as it is parallel to indexical signs in which the relation
between the sign and its object is also based on an existential connection (rather
than resemblance or arbitrary convention).

The number of games that have copied this system in one form oranother is a
testimony to the quality of this construction. The internal rules and constraints
are immediately apparent (not in the least because they are tailored towards
visual representation on a screen). The management problems the system gives
rise to are very much like those problems in real life. The system even allows
players to make an ine�cient mess of their inventory, teaching them something
about the need to organize themselves.

What the Diablo inventory system does very e�ectively is to take many
related and similar functioning game rules and replace themall by a single
mechanism that is well suited to the medium of the video game. Obviously
some accuracy of simulation is lost (an item cannot be large and light at the
same time), but the overall behavior is retained (the players are limited in what
they can carry). The cleverness of theDiablo inventory is that it collapses
all the nuances of managing an inventory into a problem of size, which is easily
represented by a computer screen, instead of weight which was the more common
choice before, but which translate to the visual medium of the computer less well.

Another example of indexical simulation is the way most games handle `health'.
Health of characters and units is often represented by a simple metric, be it a
percentage or a number of `hit points'. Obviously in real life the physical health
of a person or the structural condition of a vehicle is a complex matter to which
many di�erent aspects contribute. By using a generic healthfor a single charac-
ter games bundle all these aspects into one convenient mechanism. Both players
and computers can easily work and understand the numerical metric to represent
the bundle.

2.3 Symbolic Simulation
Symbolic simulation goes one step further in breaking away from modeling

a system with rules that closely resemble the mechanisms of the source system.
The use of dice in many board games tends to be symbolic. For example, the
roll of a few dice can stand for a complete battle in a game ofRisk . In this
case, the relation between rolling dice and �ghting is arbitrary, and one simple
action well-known from other games is used to simulate a multitude of actions
for which most players would lack expertise. Dice can replace these battles
because, for the purpose of the game, as the player should have little in
uence
over the outcome of these battles. Risk is about global strategy, not about
tactical maneuvers on the �eld of battle. A player cannot control the result of
dice (not without cheating anyway) just as a supreme army commander cannot
win every battle personally. Yet, the player needs some sortof in
uence and
the rules tie in with the dice rolling: committing more armie s to a battle allows
to player to roll more dice and improve chances for success. Something similar
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Figure 2.3: Kriegsspiel is played by ma-
neuvering units around a real map, combat
is resolved using dice.

Figure 2.4: Jumping to avoid or de-
feat enemies in Super Mario Bros.

goes forKriegsspiel (�gure 2.3) and many successive war games. In contrast
to Risk , these gamesare all about tactical maneuvering on a battle�eld. So
the rules for these maneuvers are quite elaborate. But the rules covering actual
�ghting are left to dice and attrition tables. Again, these g ames are to train
tactical skills, not how to use a gun.

Dice are wonderful devices to create a nondeterministic e�ect without the
need of detailed rules. From a suitable high level of abstraction, a complex and
nondeterministic system, such as �ghting, has a similar e�ects as rolling a few
dice. Especially when the player is not supposed to have muchin
uence over this
system, dice mechanics can be used to replace the more complex system. The
characteristic randomness of di�erent dice mechanics can be used to match many
super�cial, nondeterministic patterns created by more complex systems. Pen-
and-paper role-playing games have come up with many clever and interesting
ways of using dice, allowing more or less in
uence by the player. In fact, dice
mechanics related to a set of characteristics representingskills and attributes
forms the core of most pen-and-paper role-playing systems.Often the same
mechanism is used to represent a wide variety of actions.

Other examples, such as jumping on top of enemies in order to dispose them
in the classic video gameSuper Mario Bros. fall somewhere in between
symbolic and indexical forms of simulation (see �gure 2.4).Although the precise
implementation di�ers from enemy to enemy, and certainly does not work against
all enemies, it is a frequent feature throughout the game andthe series it belongs
to. It is unlikely that I am the �rst to point out that this meth od is a little odd,
to say the least. However, it has become a convention within platform games
that is instantly recognizable to gamers, and ties in with that genre's de�ning
action of jumping from platform to platform.

The connection between jumping on top of something and defeating some-
thing in real life is not completely arbitrary, but its use in platform games has
become so conventional it parallels the de�nition of a symbolic sign in language.
In the real world, there are creatures that can be squashed byjumping on top of
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them. However, there is no creature that I know of that is lethal when bumped
into, but not when stepped upon, which makes this exact mechanism somewhat
arbitrary. 4 What is more, this method of �ghting in Super Mario Bros. is
motivated more by the use of the genre's most prominent action of jumping,
than it is motivated by any claim to realism. The link between the simulation
and what is simulated is both arbitrary and conventional. Especially in the
multitude of platform games that followed the example set by Super Mario
Bros.

There is, however, an a�nity between the skills needed to defeat enemies
in Super Mario Bros. and in real life. In the game, it requires timing and
accuracy, which are among the skills involved in real �ghting. The point is, the
simple representation in the game allows us to do more than tohone and train
those skills. The simple metaphor of jumping on top of enemies is easy to grasp
by the player, but the game then goes on by inviting the playerto experiment
and develop strategies. In most platform games each level ends with a `boss'
enemy which is typically designed to test the e�ectiveness of players' strategy.
It is the ultimate test for the players to demonstrate they understand and have
mastered the simulation, and are able to combine di�erent moves.5

What the jumping on enemies mechanism accomplishes is a veryclever way
of adding combat rules to a jumping game; it introduces no newactions for the
player. It manages to do this by replacing actions it tries to represent by other,
arbitrary rules already implemented in the game. This reduces the number of
actions players need to learn, allowing players to quickly move on to a deeper,
more tactical or strategical interaction with the game instead of fussing around
with its interface. As is argued below, symbolic simulatione�ectively reduces the
system to a simpler construction with more or less equivalent dynamic behavior.

2.4 Less Is More
Indexical and symbolic simulation tend to create simpler game systems than

iconic simulation. The reduction in rules these forms of simulation allow is
in general benevolent. Simpler games are easier to learn, yet they still can
be quite di�cult to master. Games are not the only medium for w hich the
expression `less is more' rings true. In almost any form of representational art
saying more with less means is appreciated, especially by critics and connoisseurs.
Christopher Alexander, drawing inspiration from poetry for his pattern language
for architecture and design puts it like this:

\This language, like English, can be a medium for prose, or a medium
for poetry. The di�erence between prose and poetry is not that di�er-
ent languages are used, but that the same language is used di�erently.

4Even if such creatures do exist, they are certainly are not tortoises.
5These lessons carry over to situations beyond the game. The mentality of t he players

that have learned these lessons is excellently described by John Beck and Mitchel l Wade: they
know that solutions will eventually present themselves, and they have mast ered a trial and
error approach to many problems in life (2004, 11-14).
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In an ordinary English sentence, each word has one meaning, and the
sentence too, has one simple meaning. In a poem, the meaning is far
more dense. Each word carries several meanings; and the sentence as
a whole carries an enormous density of interlocking meanings, which
together illuminate the whole." (Alexander et al., 1977, xli)

And:

\It is essential then, once you have learned to use the language,
that you pay attention to the possibility of compressing the many
patterns which you put together, in the smallest possible space. You
may think of this process of compressing patterns, as a way tomake
the cheapest possible building which has the necessary patterns in it.
It is, also, the only way of using a pattern language to make buildings
which are poems." (Alexander et al., 1977, xliv)

For poetic language, or rather for any form of representation art, this quality
is very important and does not stem from the use of abstract signs only. The
combination and structure of these signs, or to use the linguistic term, syntactical
relations between these signs also play an important role. In this light, Noam
Chomsky observed that language allows speakers to make in�nite use of �nite
means: the number of words we have may be limited (and is vastly outnumbered
by particular things in reality), the number of combination s we can make with
them is in�nite (Chomsky, 1972, 17). This characteristic of language is often
called discrete in�nity.

It is impossible to exactly quantify how many rules a game should have; it
is impossible to quantify how much less is how much more. Eachindividual
design has its own balance. A particular number of rules could be too few for
one game and too many for another. The balance a game should seek to strike
is between the number of gameplay options the rules create onthe one hand
and the cognitive burden it requires to understand or operate those rules on the
other. Antoine de Saint-Exup�ery's famous quote \it seems that perfection is
reached not when there is nothing left to add, but when there is nothing left to
take away" (1939) applies extremely very well to games.

In general, games are very good at creating endless possibilities with only
a few rules. It is estimated that there are more possible gamestates in games
like Chess and Go than there are atoms on earth (see Shannon, 1950). It is
the rules of the game that determine the number possible states, but it is not
necessarily true that more rules will lead to more possible states. In addition,
when a game can create a large number of possible states without using many
rules, the game will be more accessible.

Possible game states and trajectories through a games statespace are emer-
gent properties of the game rule system. The elusive notion of gameplay is
related to these properties. Games that allow many interesting trajectories ar-
guably have more gameplay than games that generate fewer trajectories or less
interesting ones. However, determining the type and quality of the gameplay
is hard, if not impossible, by simply looking at the rules. Comparing the rules
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Figure 2.5: In Connect Four gravity makes sure players can only occupy the bottom
most, unoccupied square in each column.

of Tic-Tac-Toe and Connect Four serves as a good illustration of these
di�culties. The rules for Tic-Tac-Toe are:

1. The game is played on a three by three grid.

2. The players take turns to occupy a square.

3. A square can only be occupied once.

4. The �rst player to occupy three squares in a row (orthogonally or diago-
nally) wins.

The rules for Connect Four are (with the di�erences emphasized):

1. The game is played on aseven by sixgrid.

2. The players take turns to occupy a square.

3. A square can only be occupied once.

4. Only the bottom most unoccupied square in a given column can be occupied.

5. The �rst player to occupy four squares in a row (orthogonally or diago-
nally) wins.

While the di�erences in rules for these two games are only a few, the dif-
ferences in gameplay are immense. Far larger than the di�erence in cognitive
e�ort needed to understand the rules. In the commercially available version of
Connect Four , the most complicated rule (number 4) is enforced by gravity: a
player's token will automatically fall to the lowest availa ble space in the upright
playing area (see �gure 2.5). This relieves players from manually enforcing this
rule and allows them to focus on the rules e�ects instead. Despite the small
di�erence in the complexity of the rules, Tic-Tac-Toe is suited only for small
children, whereasConnect Four can also be enjoyed by adults. The latter
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game allows many di�erent strategies and it takes a considerable longer time to
master the game. When two experienced players play the game,it will be an
exciting match, instead of a certain draw as is the case withTic-Tac-Toe . It
is hard to explain these di�erences just by looking at the di� erences in the rules.

These days, emergence of complex behavior from relatively simple elements
is an important aspect of many �elds of research in the domains of mathematics,
physics and social sciences. In the research of games, too, emergence is becoming
an increasingly important notion. From the computational side, emergence is an
important technique used in anything from development of arti�cial intelligence
to the realistic rendering of water and �re. For Penelope Sweetser the disad-
vantageous loss of creative control in a system that is set upfor emergence is
outweighed by the more consistent and intuitive player interactions such systems
allow (Sweetser, 2006, 14). Likewise, game designer HarveySmith argues that
attempting to design a totally controlled game environment that allows rich in-
teraction is no longer economically viable, as the sheer amount of detail cannot
be e�ciently produced manually (Smith, 2001).

One major advantage of games that feature emergent gameplayis that a
rule-system allows, and often even invites, players to experiment with the game,
instead of merely repeating the moves a game designer intended. Ultimately
emergent games allow the transformation of the game rules itself (Myers, 1999b).
This has severe consequences when building an educational game, but also when
the game designer has a particular story or message in mind. For Jan Klabbers it
is the responsibility of the game designer to shape the wholeof the game system
in such a way that behavior that conforms the design speci�cations emerges from
its components. At the same time, the system should leave enough freedom for
players to act according to their own strategies, goals and incentives, in order to
elevate the position of the player into that of a re
exive actor. This is \one of
the major bottle necks in the design" (Klabbers, 2006, 102).

However, in some ways, computer games seem to be moving against the trend
of emergence. Jesper Juul di�erentiates \games of progression" from \games of
emergence" as a historical newer category associated with computer games. The
rise of computer games, and adventure games in particular, has made games of
progression possible, as without a computer the amount of data and the number
of special case rules facilitating the progression througha multitude of game
spaces would have become unwieldy (Juul, 2005, 5).

Chris Crawford's notions of data intensity and process intensity (Crawford,
2003a, 89-92) can be pitted against Juul's observation thatgames of progression
are a younger form and the implication that progression is the result of a natural
evolution of the medium. Crawford argues that computers areboth suited to
handle large amounts of data and crunch vast quantities of numbers, but it is the
latter ability that sets computers apart from most other media. Handling data
is something that all media are good at. The computer often allows faster access
to remote locations within the data, an ability put to good use within hypertext
(Lister et al., 2003, 23-30). However, it is the ability to create new content on the

y where the computer really shines. Like no other medium before, the computer
has the capacity to surprise players and designers alike (see also Smith, 2001).
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For Chris Crawford, games should capitalize on this ability of the computer,
games should be process-intensive, rather than data-intensive. In other words,
games should be games of emergence rather than games of progression.

2.5 Designing Emergence
Designing emergence is a notoriously hard, somewhat paradoxical, task. Emer-

gent properties of a system only surface when a system is put into motion. Even
when a system behaves in a certain way during all test, there is no guaran-
tee it will do so all the time. In this light the realistic fall acy seems to be a
fairly conservative strategy to avoid the di�culties of des igning truly emergent
games: that have relative simple systems and display interesting, complex be-
havior. Simply adding more, and more detailed rules is only apoor substitute
for creating complex gameplay through a lean and elegant rule system.

Emergence can be the result of relatively simple rules, therefore games do not
need to rely on complex rule systems in order to create interesting gameplay. On
the contrary, using simple means to generate complex gameplay has many ad-
vantages. The design becomes easier to manage for the designer, and the game
becomes easier to learn for the player. In the examples of non-iconic simula-
tion above (Diablo 's inventory, the use of hit points, dice in Kriegsspiel and
jumping in Super Mario Bros. ), the use of indexical and symbolic simulation
resulted in a simpler rule system than an iconic simulation would have. This is
not a characteristic of the examples discussed above, rather it is the advantage
of using non-iconic rules in games. Compared to a completelydetailed, realistic
system that tries to simulate through accurate detail, indexical and symbolic
simulation aims to capture the essence of the source system with fewer means.
When done correctly, the result is a leaner, more elegant system that minimizes
on parts and maximizes on expressiveness.

In essence, indexical simulation bundles a number of related and more or less
isomorphic rules into one game mechanism. Symbolic simulation goes one step
further, it connects rules in the game where they would not beconnected directly
in the source system. As in the use of symbols in language, there are symbols
that work better than others. The symbols that work best seemto connect two
unrelated rules that still have some a�nity between them. In the case ofSuper
Mario Bros. there is a natural a�nity between the physical skill and timi ng
involved in both jumping and �ghting (also see Lako�, 1987, 448).

The development of the serious board gameGet H2O , in which I took part,
is very good example of the application of non-iconic reduction. In this game,
produced as part of an educational program for adolescents in East-Africa, the
players struggle to survive in the poor residential areas ofan African metropolis
(see �gure 2.6). The vital resources are scarce, players need to balance carefully
between personal gain and community e�orts. The players only have indirect
in
uence over bad events that might happen, but sometimes players can bene�t
from these events, sowing the seeds for con
ict. The game simulates life in an
African metropolis, and is designed to give the players a top-down view of their
own lives. It is designed to function as a vehicle for exploration, discussion and



38 Joris Dormans j Engineering Emergence

Figure 2.6: A prototype of Get H2O being played in Nairobi (photo by Butter
y
Works).

re
ection.
Instead of trying to simulate the East-African urban life in detail, the game

reduces the number of resources and rules to a relative simple set. The game uses
three main resources: money, houses and clean water. The latter two determine
how many actions a player can take each turn while the money isused to build
more houses. These resources are under constant threat. Money and water
might get stolen, houses might be burned down. In reality, anAfrican family has
many more needs, but these three resources are enough to simulate an economy
of scarcity that behaves not unlike the real economy in urbanAfrican areas.
The indexical nature of this simulation makes it possible tocreate a relatively
simple system that is still recognizable for people who growup in those areas.
In fact, the game became more recognizable because it lackeddetail: fewer
details creates more room for personal interpretation and less chance that the
game does not match the individual experience. What is more,this economy
creates the particular balance between short term personalgain and long term
community interests that causes social instability. Creating this instability was
the prime design goal for the game. The game is supposed to train people in
dealing which such a situation in the �rst place. Simply put, more resources and
a more complex economy were not needed to replicate the volatile social system
of an East-African urban sprawl.

The game also uses symbolic simulation. After every player has taken a
turn, all players discard one playing card without revealing it. These cards are
normally used for player actions. The discarded cards are then shu�ed and
revealed. Every card has a symbol representing bad things that might happen,
from corruption and pollution to arson and drought. If the same symbol is played
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twice the e�ects are aggravated: one drought symbol does nothing, but two
drought symbols indicate that a drought strikes, often with devastating e�ects.
Obviously playing cards have nothing to do with the occurrence of real droughts.
The cards are a way of simulating bad events that are mostly beyond the control
of the people living in an African metropolis. One that also conveniently ties in
with other mechanics of the game: all players will also get a secret role which
allows them to bene�t from bad events such as corruption, scapegoating and
arson.

When used correctly, indexical and symbolic reduction reduces the number
of elements in a system without a�ecting its structural complexity and emergent
properties too much. In the Get H2O example many similar resources that
are needed on a daily basis are replaced by just one: water. The feedback
structure that entails having access to these resources is pretty much unchanged.
The number of feedback loops, for example, is not a�ected. Infact, the game
emphasizes these structural features, by taking away unnecessary detail. By
reducing the number of elements in a game system the cognitive burden of the
player in keeping track of all these elements is also reduced, allowing the player
to focus more on these features and the strategic interaction that they allow, or
in the case ofGet H2O , on the social implications they have.

There are more advantages. A system that uses indexical and symbolic sim-
ulation can concentrate the experience, allowing a complete session of play to
run much quicker than what the play represents in real time. The player is
confronted with the results of his actions fast and e�cientl y. It allows players
to `handle the rules in bundles for the easier and readier improvement of their
understanding of the system'. On the one hand this allows players to go through
the process more often and on the other hand it will contribute to the pleasur-
able experience of agency and power that drives many commercial entertainment
games. In theGet H2O game this was certainly one of the design goals. The
game can be played in roughly forty-�ve minutes, allowing players to experiment
with di�erent strategies e�ciently while reducing the cost s of failure.

For the designer of games there are advantages, too. A game system that is
reduced to its essence becomes better manageable and easierto balance. With-
out many parts, the designer can focus on those elements and structures that
contribute directly to the game's emergent behavior and more easily tweak that
behavior into the desired shape. Games would do well to strive for non-iconic,
discrete in�nity rather than detailed realism. Not only is t his economically more
feasible, it is also more interesting artistically and it allows for more e�ective
communication.

The Legend of Zelda series is a great example of gameplay design in
which only a handful of game objects and associated rules arecombined in many
interesting challenges. The value of each of these objects and their rules does
not stem from its power to represent some sort of realistic aspect of adventuring
through a dungeon, but form a potential combination with oth er objects and
rules. The exploration challenges, which the series is famous for, are almost
always the result of combinations of simple, reusable gameplay mechanics that
are often quite indexical or symbolic. For example, in theThe Legend of
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Zelda: Twilight Princess the player can �nd the `gale boomerang' in the
`Forest Temple' level, which creates a gust of air strong enough to activate wind-
operated switches and carry small items to the player. This boomerang can
be used to carry `bomblings', little creatures that explodea few seconds after
the player grabs him by hand or with the gale boomerang. E�ective use of
this combination is required to defeat the �nal boss in that level. The same
boomerang is used inThe Legend of Zelda games for the Nintendo DS, but
in this case the player can use the stylus to draw the path of the boomerang
quite freely, directing it around obstacles unrealistically. Players appreciate this
sort of structures as they have the advantage of being inheritably coherent.
And as has been pointed out before, coherence is a strong contributing factor to
gameplay (Poole, 2000, 64-66). One can even argue that the appreciation of such
structures is in its essence an aesthetic appreciation (Huizinga, 1997, 25). It is
the appreciation of the craftsmanship of the game designer in building systems
with interesting structural qualities from which interest ing behavior emerges.
It forces to pay attention to the way the game was constructedand how it is
structured (cf. Ryan, 2001, 176).

The meaning that emerges from these games is not necessarilyless detailed
or less valuable than games that aim for detailed and realistic simulation. On
the contrary, as the challenges of exploration inThe Legend of Zelda are
more abstract, the skills and knowledge the game addresses are more generic;
the message of a game that is less iconic is much better applicable outside the
particular settings of the game. This is especially useful when one wants to
express something through a game that has value beyond the game and its
immediate premise.

2.6 Conclusions
Games and simulations share a representational form: representation of source

system through a system of rules. Even games that are played as a pure form
of entertainment simulate something. Rule-based representation can take many
di�erent forms. Traditional simulation has accurate model ing as its main goal,
whereas most games are designed to entertain. Games that aimto educate can
be said to fall somewhere in between: they seek a certain level of accuracy, but
generally enjoy more design freedom than simulations do. However, many games
still conform to the norm of simulations; they aim to represent a source system
by creating rules that resemble the rules of the source as closely and accurately
as possible. This type of rule-based representation is called iconic simulation, in
analogy to general semiotics.

Also in analogy with semiotics, the notions of indexical andsymbolic simula-
tion were explored as possible avenues to di�erentiate games from simulations.
As pointed out above, the goal of a game is not the same as the goal of a simula-
tion. Indexical simulation, where the rules of the game havesome sort of causal
relation with the rules of the source, and symbolic simulation, where the rules
of the game are linked to the source by convention, allow for much simpler game
systems. Although these systems consist of fewer rules and parts, their behavior
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or meaning need not be less complex. The power of non-iconic simulation, such
as games, lies not in its power to accurately model a source system or in the cre-
ation of a vast, realistic game world, rather in its e�cient u se of expressive game
mechanics. I do not wish to claim that the potential of iconic representation
has been fully explored. However, to me it is clear that much more progress can
be made by developing indexical and symbolic building blocks for simulation,
and, more importantly, investigate the e�ectiveness of particular con�gurations
of such building blocks. Emergent behavior is more likely tooriginate from the
interrelations of game parts than simply the parts themselves. It is the craft of
the game designer to create complex systems from appropriate and simple ele-
ments. There is little art in creating complex simulation wi th equally complex
(or worse, more complex) means. Yet this seems to be what manydevelopers
aim for.

Indexical and symbolic simulation as discussed in this chapter are suggestions
to go beyond iconic simulation. They are theoretical notions that help reduce a
game system to its bare minimum without a�ecting the structu re from which the
gameplay emerges too much. This allows the designer to focuson balancing the
emergent behavior and provides the player with a better opportunity to explore
the ludic signi�cance, or generic knowledge, codi�ed by thegame.

Yet, to design games with emergent gameplay is by no means an easy task,
even when the rules are kept simple. Emergent behavior is by de�nition un-
predictable. A game designer's best bet is to create many prototypes and keep
testing them. But even with frequent tests, game designers have to rely on their
experience and intuition to create their games. This practice can be improved
by creating better tools for the job, especially design tools that acknowledge
the emergent aspects of games and focus on those structural qualities that drive
them. In this light, Chapter 3 will discuss previous e�orts and existing design
tools while Chapter 4 will present the Machinations framework as a new, al-
ternative scheme to deal with game mechanics and structuresof emergence in
games.
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He that would perfect his work must �rst
sharpen his tools.

Confucius 3
Game Design Theory

The previous chapters focused on the nature of games. This chapter discusses
available tools and theory to assist developers designing games. A number of de-
sign guidelines, methods, theories and tools have been developed over the past
years. Some of these were developed speci�cally to assist the design process,
while others were developed as analytical tools, work methods, or documenta-
tion techniques. The main approaches and attempts to assistgame designers
that have been developed up until now and that are discussed in this chapter
are: design documents, the MDA framework, play-centric design methodologies,
game vocabularies, design patterns, �nite state machine diagrams, Petri nets,
and �nally di�erent types of game diagrams. Most of these methods were not
developed as design tools, yet all of them can be used as such or might have
an impact on the development of new design methods and tools.This chapter
discusses the merits of all these methods for the purpose of developing design
methods and tools.

The reader should note that the common discourse about thesemethods is
quite di�use. Within the game industry, and to a lesser extent within game
research too, there is no �xed vocabulary. Many concepts areused quite infor-
mally, and terminology frequently overlaps or even con
icts. For example, the
term `game design document' captures a wide variety of di�erent documents that
are created for as many di�erent reasons. Furthermore, there seems to be little
distinction between analytical methods and design methods, and the two terms
are sometimes used interchangeable. I have tried to use the original terminology
as much as possible. Hopefully I have done so without creating confusion.

In addition, not everybody in the game industry sees the bene�ts of method-
ological approaches to game design, such as the ones discussed in this chapter
and presented in the following chapters. The two most commonarguments
against design methodologies are that they have little practical value for game
design and that they cannot replace the creative process of designing games. I
will address these arguments in the last section before drawing a conclusion.
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3.1 Design Documents
Almost every game company creates design documents. On the Internet

many di�erent templates can be found that are used by di�erent companies, and
virtually every book that discusses game design has its own template. The notion
and practice of design documents is as di�use as it is divers.There are many
di�erent reasons to write these documents, and there are many di�erent moments
in the design process in which companies do so. Game design documents are
sometimes used to record designs before they are build, and sometimes they are
used to record designs after the games have been built. They typically contain
descriptions of a game's core mechanics, level designs, notes on art direction,
characters and their backgrounds, etcetera. Some advocatelengthy detailed
descriptions covering every detail of a game, while others favor brief documents
that capture design targets and design philosophy.

Over the years, writing game design documents has become a common in-
dustry practice, although no standard emerged that describes how, when or to
what purpose these documents should be written. It is not uncommon to pro-
duce an entire set of documents, each focusing on a di�erent part of the design
or facilitating a di�erent stage of the design process (see for example Adams &
Rollings, 2007; Rogers, 2010). Without a widely accepted template for design
documents, they do not carry over from company to company or from university
to professional career. Without a widely accepted template, design documents
cannot grow into a standard methodology. The fact that most design documents
have their own style and use their own unique concepts to describe games does
not help to create a generic body of knowledge beyond the scope of each individ-
ual project or company. With no industry wide standard in sight, it is unlikely
that design documents are going to be e�ective in the near future.

What is more, design documents might not be the right tool to deal with the
dynamic, emergent behavior of games. Game design documentsthat are written
before any prototype is made are the equivalent of requirements documents in
software engineering. A requirements document lists the requirements and func-
tionality of a new, custom-built software application. Its creation is one of the
�rst steps in the `waterfall method' of developing software, in which each step is
completed before proceeding to the next step. This documentis typically writ-
ten before the software is built and frequently is part of the agreement between
contractor and client. The waterfall method assumes that all requirements are
known and can be recorded before the software is built. Within software engi-
neering creating and documenting functional designs is a time-tested practice,
although, with the recent popularity of agile development methods, the prac-
tice of writing complete functional designs as a blueprint for a new software
application has lost its appeal.

There are three important di�erences between designing games and busi-
ness applications using a waterfall method that make it di�c ult or ine�cient
to transfer the practice from general, custom software development to game
development:
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1. Game design is a highly iterative process; no matter how experienced a
designer is, chances are that the design of a game is going to change as it
is being built. Due to the emergent nature of games (see chapter 1) it is
often impossible to accurately predict the behavior of a game before it is
implemented. In games changes to the implementation are to be expected.1

2. Not all games are created within a contractor-client context. This is es-
pecially true for entertainment games, which development shares more
with commercial, o�-the-shelf software development. Without this con-
text there is less need to document the design before the gameis built.
Although publishers and funders for entertainment games set goals and
milestones, they do not function in the same way.

3. Games are rarely built with upkeep or future development in mind, reduc-
ing the necessity to create documentation that aids future developers. De-
spite the fact that many sequels are produced in the game industry, many
sequels are built from scratch, surprisingly little code isbeing reused. From
the perspective of software engineering this is a bad practice. However, as
the development techniques are still evolving fast and a newgeneration of
hardware becomes available roughly every �ve or six years this practice
makes more sense from the perspective of the game industry.2

Many designers regard the game design document as a necessary evil, and
some have dismissed the practice entirely (Kreimeier, 2003). Everyone agrees
that designs need to be documented and communicated to the team, but in
practice people hardly look at design documents (Keith, 2010, 85-87). Stone
Librande, creative director at Electronic Arts, experimented with a technique
he calls one-page designs to circumvent some of these problems (2010). His
approach is to create design documents that are more like data visualizations
instead of multi-page, written texts. One-page design documents are posters
that capture the essence of a game visually (see �gure 3.1). These documents
have four advantages over the traditional design documents:

1. Most designers �nd them more interesting to create, making the task of
creating a design document less tedious.

2. Because there is a spatial constraint (although the size of the page is left
to the whims of the designer), the designer is forced to focuson the essence
of the game. This makes the document a better match for the agile devel-
opment process often found in games.

3. As people tend to like the way these documents look, they tend to stick
them to walls, increasing their exposure and impact.

1Although, it must be noted that this is also increasingly true for bu siness software.
2The developers of reusable game components that are sold to game studies (`middleware')

are probably the exception to this rule. They do maintain and reuse th eir code, but as their
core business is not developing games, this practice does not carry over to g ame design.
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Figure 3.1: A sample one-page design document from Librande (2010).

4. Stone Librande suggests leaving plenty of whitespace on the documents in
order to invite team members to scribble notes on them. This keeps the
documents up to date.

One-page design documents solve some of the problems associated with design
documents, but not all. There is still no standard for documenting gameplay,
mechanics and rules. Each one-page design document is created for a particular
game, and although the product should be understandable andcommunicative,
it cannot set a standard. In addition, the lack of detail, which makes a one-page
design document more 
exible and therefore is one of its strengths, makes it less
suited to record designs; one-page design documents are very good at capturing
the design vision, goals and direction, but they cannot function as a technical
blueprint at the same time.

3.2 The MDA Framework
The MDA framework, where MDA stands for mechanics, dynamics and aes-

thetics, has been used to structure the game design workshops at the Game
Developers Conference (GDC) for at least eleven years running (from 2001 to
2011).3 In contrast to the practice of game design documents, the MDAframe-
work quite consciously tries to present a generic approach to the di�culties

3Unfortunately in software engineering the same acronym is widely used t o denote Model
Driven Architecture, this might lead to some confusion. In this disserta tion MDA always
stands for the mechanics, dynamics and aesthetics framework.
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Figure 3.2: The MDA framework (after Hunicke et al., 2004).

involved in designing games. It has been quite in
uential and it seems to be one
of the most frequently recurrent frameworks found in university game design
programs all over the world. It probably is the closest thing the industry has to
a standardized game design method.

The MDA framework breaks down a game into three components:mechanics,
dynamics and aesthetics, which correspond to the game's rules, its system, and
the fun it brings (Hunicke et al., 2004). The MDA framework teaches that
designers and consumers of games have di�erent perspectives on games. Where a
consumer notices theaesthetics�rst and the dynamic and mechanicsafterwards,
a designer works the other way round. A designer createsmechanics �rst and
builds dynamics and aestheticson top them (see �gure 3.2).

The MDA framework is designed to support an iterative designprocess and
to help designers to assess how changes in each layer might a�ect the game as a
whole. Each layer has its own design goals and e�ects on the game. Mechanics
determine the actions a game allows and it a�ects the game's dynamic behavior.
The dynamics layer addresses concepts such as randomness and complexityto
explain a game's behavior. Finally, the aesthetics layer is concerned with the
game's emotional target: the e�ect it has on the player. The MDA framework
describes eight types of fun as prime aesthetic targets. Theeight types of fun
are: sensation, fantasy, narrative, challenge, fellowship, discovery, expression
and submission (Hunicke et al., 2004; LeBlanc, 2004).

Despite the in
uence of the MDA framework and the long running GDC game
design workshop, as a conceptual framework the MDA never seems to have
outgrown its preliminary phase. The distinction between the mechanics and
dynamics layers is not always clear, even to the original authors (seeLeBlanc,
2004). The mechanics are clearly game rules. But thedynamics emerge from
the same rules. Yet, the original MDA paper places game devices such as dice
or other random number generators in the layer of thedynamics. To me, those
devices would seem more at home in the layer of themechanics. Likewise,
the aestheticslayer seems to contain only the player's emotional responses. The
visuals and story that cue these responses, which would commonly be understood
as being part of an aesthetics, seem absent from the framework. The eight kinds
of fun comprise a rather arbitrary list of emotional targets, which is hardly
explored with any depth. Apart from short one-sentence descriptions, Hunicke
et al. do not provide exact descriptions of what the types of fun entail. They do
state their list is not complete, but they do not justify why t hey describe these
eight, or even hint at how many more types of fun they expect to�nd. What
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is more, the whole concept of `fun' as the main target emotionof games has
been criticized by Ernest Adams and Andrew Rollings (2007, 119), and Steven
Johnson (2005, 25-26), among others. Games can aspire to target a much wider
variety of emotional responses. Some additional MDA articles (such as LeBlanc,
2006) have appeared over the years but they have not taken away these concerns.

3.3 Play-Centric Design
A more thorough method of iterative game design is describedby Tracy

Fullerton et al. (2006). Coining the term `play-centric design' to describe their
method, Fullerton et al. advocate putting the players at the heart of a short
design cycle. They advise that game prototypes are built quickly and tested
often. Because of the short design cycle more innovative options can be explored
with a reduced risk measured in e�ort and time.

Play-centric design distinguishes between two levels in a game: the formal
core and a dramatic shell surrounding it. A game's formal core consists of
rules, objectives and procedures whereas the dramatic shell consists of premise,
character and story. Combined, these two layers contributeto the dynamic,
emergent behavior that supports play. It is the objective of play-centric design
to tune this behavior into a speci�c target experience. In this context Fullerton
et. al. restate Katie Salen and Eric Zimmerman's description of games as a
\second-order design problem" (2004, 168). A designer designs the game, but
the game delivers the experience; the designer does not create the experience
directly.

This trend, to involve the player in the design process, is gaining momen-
tum in both academia and development studios. The human-centered design
or user-centered design, originating from software engineering, has been a big
in
uence on this trend. It should come as no surprise that Microsoft's game
studios are front runners in this respect, as Microsoft has much experience with
similar methods used in regular software development. Pagulayan et. al. (2003)
describe the heuristics and structured user tests that havebeen used to develop
several games within Microsoft. Slowly but surely these methods have become
an integral part of designing games, and more and more these methods rely on
a combination of qualitative methods such as heuristic evaluations (Sweetser
& Wyeth, 2005; Scha�er, 2008) and quantitative metrics such as plotting the
locations of player death's onto a level map (Swain, 2008).

Play-centric design focuses on the process of designing games. By structuring
the design process, involving the player, gathering data from prototypes, and
iterating many, many times everything is done to ensure that the end product,
the �nished game, is as good as the design team can make it. Fora professional
game designer these methods are (or at least should be) regular tools of the
trade. They do not make the process of designing games less hard, but they do
help the designer to stay on track, break the task down into a series of smaller
subtasks, and steadily progress towards a high quality end product.

With the proper methods and tools this process can be re�ned.The play-
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centric approach would bene�t from methods that can speed upeach iteration
or increase the improvements that are made in each one. Thereare several types
of methods that seem applicable. Certainly formal models ofgame design are
widely accepted amongst them, but also techniques to gatherand process data
collected during play-tests.

3.4 Game Vocabularies
Not only designing games is a hard task, talking about them isalready di�-

cult: there is no common language to describe their inner workings. There are
plenty of books and articles that discuss games as rule-based systems, but almost
all of these choose their own words. More often than not, these vocabularies are
very good at describing particular games, but they rarely transcend into a more
generic vocabulary.

In a 1999Gamasutra article designer Doug Church sets out to create a frame-
work for a common vocabulary for game design (Church, 1999).According to
this framework, a game design vocabulary should consist of \formal abstract
design tools", where \formal" indicates that the vocabulary needs to be precise,
and \abstract" indicates the vocabulary must transcend the particularities of a
single game. For Church the vocabulary should function as a set of tools, where
di�erent tools are suited for di�erent tasks, and not all too ls are applicable for
a particular game.

Doug Church describes three formal abstract design tools inhis article:

1. Intention: Players should be able to make an implementable plan of their
own creation in response to the current situation in the gameworld and
their understanding of the game play options.

2. Perceivable Consequence: Game worlds need to react clearly to player
actions; the consequences of a player's action should be clear.

3. Story: Games might have a narrative thread, whether designer-driven or
player-driven, that binds events together and drives the player forward
toward completion of the game.

These three tools form a list that is by no means complete or exhaustive, nor
did Doug Church intend it to be. Between 1999 and 2002 theGamasutra website
hosted a forum where people could discuss and expand the framework. The term
`design tool' was quickly replaced by the term `design lexicon' indicating that
the formal abstract design tools seem to be more successful as an analytical
tool than a design tool. Bernd Kreimeier reports that \at lea st 25 terms where
submitted by almost as many contributors" (Kreimeier, 2003). As a project
the formal abstract design tools have been abandoned; however, Doug Church's
article is often credited as one of the earliest attempts to deal with the lack of a
vocabulary for game design, even though his framework nevercaught on.

There are several researchers that carry on the torch that Doug Church lit.
The \400 Project" initiated by Hal Barwood and Noah Falstein is one example
(Falstein, 2002). Barwood and Falstein set the goal of �nding and describing
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Figure 3.3: One of Craig Lindley's taxonomies (after Lindley, 2003).

400 rules of game design that should lead to better games. Theproject website
lists 112 rules.4 However, the project seems to be abandoned as well; the last
update to the website was in 2006.

Craig Lindley (2003) uses orthogonal taxonomies to map games onto a hy-
pothetical space de�ned by dominant game forms such as narratology (focus on
story), ludology (focus on gameplay) and simulation (focuson realism). Individ-
ual games can be mapped to the space depending on their relative closeness to
each of these extremes (see �gure 3.3). Lindley describes a few possible, comple-
mentary taxonomies using one-, two- and three-dimensionalspaces. He designed
these taxonomies as a high level road map to inform the designteam of the in-
tended design target of a particular game project. The taxonomy also suggests
suitable tools and techniques borrowed from other �elds; a game that veers to-
wards the narrative side will bene�t more from traditional s torytelling techniques
than a game that is a simulation �rst and foremost. Lindley's game taxonomies
provide a systematic framework in which many of the formal abstract design
tools can be embedded, providing structure to what otherwise would remain a
loose collection of labels.

The game ontology project takes the notion of a common vocabulary for
games into yet another direction. This project attempts to order snippets of
game design wisdom into one large ontology. An ontology is a large classi�ca-
tion scheme that has a hierarchical organization. Each entry in the ontology
describes a common structure found in games. It lists strongand weak exam-
ples of the structure and lists parent and children categories. For example, the
ontology entry \to own" is used to describe the game structure in which game
entities can own other game entities. An example would be thegame entity
`Mario' that collects `mushrooms' and `stars', etc. \To own" is a child of the

4http://www.theinspiracy.com/400_project.htm (last visited June 23, 2011).
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\entity manipulation" entry which, in turn, has three child ren: \to capture",
\to possess" and \to exchange" (Zagal et al., 2005).5

The game ontology project aims to explore the design space ofgames without
prescribing how to create good games. More than Doug Church's formal abstract
design tools, it primarily is an analytical tool; it aims at u nderstanding games
rather than building them. This is a general characteristic of this and other
game vocabularies. Their success as an analytical tool doesnot translate easily
to being successful as a design tool. Obviously, the development of a high level,
consistent language to describe common game structures will help designers in
the long run, and, as all the vocabulary builders point out, can be a great help in
mapping the relatively unexplored areas of the game design.In fact, all authors
describe how their vocabularies can be used as a brainstorming tool, simply
by selecting and exploring random combinations of notions describing common
aspects of games. However, no matter how useful this practice can be, it can
usually only help with generating ideas. This is only a smallpart of the entire
process of building a game, yet it requires considerable investment on the part
of designers who must familiarize themselves with many new concepts to learn
the vocabulary. The game ontology project, for example, consists of over one
hundred separate entries, each of which ties in with severalother entries in the
ontology. For game developers it can be di�cult to see what is the actual return
on their investment in learning a vocabulary of that size.

The many di�erent approaches towards a common vocabulary for games ag-
gravate this problem.6 Every vocabulary has its own unique approach and ter-
minology. Simply determining where and how all these approaches overlap or
collide makes an extensive academic research project in itself. Even when a game
designer invested the time and e�ort to learn one of these vocabularies, e�ec-
tively working together or sharing knowledge with somebodywho has learned
a di�erent vocabulary is still going to be a problem. The only thing all these
vocabularies seem to share is their rejection by game designers. In the words
of Daniel Cook: \Academic de�nitions of game design containtoo many words
and not enough obvious practical applications where peoplecan actually use the
proposed terminology" (2006).

3.5 Design Patterns
Sta�an Bj•ork and Jussi Holopainen's work on game design patterns also seeks

to address the lack of vocabulary for game design (2005, 4). However, their
approach is slightly di�erent as they drew inspiration from the design patterns
found in architecture and urban design as explored in the works of Christopher
Alexander. According to Alexander: \There is a central quality which is the
root criterion of life and spirit in a man, a town, a building, or a wilderness.

5The project has an active web page where all entries can be found: http://www.
gameontology.com (last visited July 8, 2011).

6The discussion here cannot address all vocabularies out there. One approa ch worth men-
tioning focuses on tracking gameplay innovations: the Game Innov ation Database found at
http://www.gameinnovation.org/ (last visited October 22, 2010).
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This quality is objective and precise but it cannot be named" (1979, ix). His
pattern language is designed to capture this quality. Patterns are presented as
problem and solution pairs, where each pattern presents a solution to a common
design problem. These solutions are described as generically as possible so that
they might be used many times (Alexander et al., 1977, x). Thepatterns are all
described in the same format. Each pattern also has connections to `larger' and
`smaller' patterns within the language, where smaller patterns help complete
larger patterns (Alexander et al., 1977, xii).

This idea has been transfered to the domain of software design by Erich
Gamma, Richard Helm, Ralph Johnson and John Vlissides.7 Within software
engineering the principles of object-oriented programming take the place of
Alexander's unnamed quality. Software design patterns area means to record
experience in designing object-oriented software (Gamma et al., 1995, 2). Today,
software design patterns are common tools in teaching and designing software.

A pattern framework for game design following these examples was suggested
by Bernd Kreimeier (2002). However, Bj•ork and Holopainen break away from
existing design patterns. According to them, design patterns as problem-solution
pairs do not suit game design because:

\First, de�ning patterns from problems creates a risk of viewing pat-
terns as a methodology for only removing unwanted e�ects of adesign
rather than tools to support creative design work. Second, many of
the patterns we identi�ed described characteristics that more or less
automatically guaranteed other characteristics in the game, in other
words, the problem described in a pattern might easily be solved by
applying a related and more speci�c pattern. Third, the e�ec t of in-
troducing, removing, or modifying a game design pattern in agame
a�ected many di�erent aspects of the gameplay, making game design
patterns imprecise tools for solving problems mechanically. However,
we believed that game design patterns o�er a good model for how
to structure knowledge about gameplay that could be used both for
design and analysis of games.

Based on these conclusions, we have chosen to de�ne game design
patterns in the following fashion: game design patterns aresemifor-
mal interdependent descriptions of commonly reoccurring parts of
the design of a game that concern gameplay." (Bj•ork & Holopainen,
2005, 34)

This decision makes their pattern approach indistinguishable from the game
vocabularies discussed above, and subjects it to all the associated problems.
Their book contains hundreds of patterns, and their websitehas hundreds more.
This is indicative of Bj•ork and Holopainen's dedication to their framework, but
also of the fact that their patterns are not built on a strong t heoretical notion of
what games are and how gameplay emerges from game parts. Their mention of
games as state machines (Bj•ork & Holopainen, 2005, 8) is notenough to carry

7Also know as the `Gang of Four'.
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the weight of the whole framework. The number of patterns used by software
engineering, by contrast, is much lower: a typical introduction has about twenty
patterns. I doubt that the diversity of problems and solutio ns encountered in
games is one order of magnitude larger than those encountered in software en-
gineering. The real di�erence, is that software design patterns are based on the
principles of object-oriented software design. This givesthe patterns focus and
provides leverage on the problems they need to deal with, leading to patterns
that are further abstracted from typical applications or im plementations. With-
out a clear theoretical vision on games, drafting patterns becomes an exercise
in cataloging reoccurring parts of games, without ever questioning why they re-
occur or whether these and related patterns might be the result of some deeper
mechanism at work within games. Where Christopher Alexander starts from
the notion that his design patterns ultimately allow us to approach some qual-
ity that cannot be named, but which is objective nonetheless, the game design
patterns lack a similar theoretical focal point.8

Design patterns work well for architecture and software engineering because
they codify a particular quality in their respective domain . In order to replicate
their success for game design, a similar notion of quality within games should
serve as its foundation. Unfortunately, Bj•ork and Holopainen do not formulate
such a quality for games. Without such a quality no set of gamedesign patterns
can be anything more than a vocabulary of games. The notion ofgames as state
machines as mentioned by Bj•ork and Holopainen could be the starting point to
develop a notion of quality within games, an opportunity which is missed by
Bj•ork and Holopainen, but which I will explore further.

3.6 Mapping Game States
Games can be, and often are, understood as state machines: there is an

initial state or condition and actions of the player (and often the game, too) can
bring about new states until an end state is reached (see for example J•arvinen,
2003; Gr•unvogel, 2005). In the case of many single-player video games either
the player wins or the game ends prematurely. The game's state usually re
ects
the player's location, the location of other players, allies and enemies, and the
current distribution of vital game resources. From a game'sstate the player's
progress towards a goal can be read.

There are several techniques to represent state machines. Finite state ma-
chine diagrams, for example, represent state machines witha �nite set of states
and a �nite set of transitions between states. One state is the initial state and
there might be any number of end states. To represent a game asa �nite state
machine, all the states the game can be in need to be identi�ed. Next all possible
transitions from state to state need to be identi�ed. For certain simple games
this works. For example, �gure 3.4 represents a �nite state machine describing

8Although it must be noted that Alexander's pattern language also in cludes several hundred
described patterns. In that sense game design patterns are not very dissimila r. However,
Alexander's pattern language describes a fairly large number of doma ins: buildings, towns,
etc. The sets that describe each individual domain are much smaller.
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Figure 3.4: A �nite state machine representing an adventure game.

Figure 3.5: A more complex �nite state machine, but one that still produc es a �nite
set of trajectories.

a fairly straightforward and relatively simple, generic adventure game. This dia-
gram utilizes a simpli�ed version of the more elaborate state machines diagrams
speci�ed by Uni�ed Modeling Language (UML) (Fowler, 2004, 107-116).

Many things have been omitted from this �nite state machine. For example,
the way the player moves through the world has been left out, which is no
trivial aspect in an action-adventure game with a strong emphasis on exploring
(as is the case with most action-adventure games). Still, movement is easily
abstracted away from this diagram as movement does not seem to bring any
relevant changes to the game state (other than the requirement of being in a
certain location to be able to execute a particular action).

The question is whether or not this type of representation ofa game is of
any use. Looking at the diagram this game does not look complex at all. The
possible set of di�erent trajectories through the �nite sta te machine is very
limited. The only possibilities are abcdeand abdce. This game is a machine
that cannot produce any other result. It is, to use Jesper Juul's categories, a
game of progression, and not a game of emergence (Juul, 2005,5). To be fair,
most adventure games have a much larger set of states and player actions that
trigger state transitions. There might be side quests for the player to follow, or
even optional paths that lack the symmetry of the two branches in �gure 3.4. A
game like this might grow in complexity very fast (see for example �gure 3.5),
but still the number of possible trajectories remains ultimately �nite (unless one
introduces loops, see below). Yet this is what many games have done in the
past.

One way to create in�nite possible trajectories is to introduce loops. Noam
Chomsky has shown that by including loops in a state machine the set of possible
results becomes in�nite (Chomsky, 1957, 18-25). For example we could allow
the player to go back after opening the door and �ght another monster (see
�gure 3.6). The possible set of results is nowf abcde, abdce, ababcde, ababdce,
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Figure 3.6: A looping �nite state machine representing an adventure gam e.

Figure 3.7: A recursive �nite state machine representing an adventure g ame.

abababcde, abababdce, ..., etc.g; the player can �ght an in�nite host of monsters
before proceeding. Of course, this has little purpose in thecontext of the game,
unless the player is awarded experience points for defeating each monster and the
number of experience points somehow a�ects the player's chance of defeating the
end boss (which might very well be the case in a computer role-playing game).
However, if this were the case, one might argue that each level of experience
would in fact constitute a new state, leading to an in�nite nu mber of states in
the diagram.

Finite state machines lack a construct for memory, which would solve the
experience points problem described above. To deal with thememory problem
William A. Woods designed \augmented transition networks" which uses recur-
sion and a stack (Woods, 1970). In an augmented transition network a transition
might invoke a new state in the same or in a separate network ofstates and tran-
sitions. This would cause the old state to be pushed onto the stack and the new
state to be activated. When the machine encounters an end state, it recalls the
last state pushed on to the stack and proceeds from there. It only terminates
when nothing is left on the stack. In an augmented transitionnetwork represen-
tation of the adventure game above, every time the player �ghts a monster the
network would call itself recursively, and thus every �ght would be pushed to
the stack, and the number of �ghts on the stack can be checked when the player
�ghts the boss monster (see �gure 3.7).

Game states are usually much better expressed using a mix of variables and
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states. Not only allows such a mixture to model the large number of states
encountered in most games, it also shifts attention towardsthe transitions be-
tween the states, which corresponds to user actions. It is possible to construct
a diagram for Risk with only four states and seven transitions (�gure 3.8) in
which each transition a�ects one or more variable registersrepresenting terri-
tories, armies and cards. The diagram shows many loops, and as a result an
in�nite number of di�erent paths through the state machine i s possible. A dia-
gram that focuses on transitions is clearly more capable to capture the nature
of games and the varied sessions of play. However, the diagram is not very easy
to read as some sort of pseudo code is needed to represent the exact mechanics
that checks and changes the variable registers.

Petri nets are an alternative modeling technique suited forgame machines
that are explored by a few researchers (Natkin & Vega, 2003; Brom & Abonyi,
2006; Ara�ujo & Roque, 2009). Petri nets work with a system of nodes and
connections. A particular type of node (places), can hold a number of tokens.
In a Petri net a place can never be connected directly to another place, instead a
place must be connected to a transition, and a transition must be connected to
a place. In a classic Petri net places are represented as opencircles, transitions
are represented as squares and tokens are represented as smaller, �lled circles
located on a place. In a Petri net tokens 
ow from place to place; the distribution
of tokens over spaces represents the current state of the Petri net (see �gure 3.9).
This way the number of states a Petri net can express is much larger than with
�nite state machine diagrams. Petri nets put much more focuson the transitions
and have a natural way of representing integer values through the distribution
of tokens over the places in the network. Indeed, \Petri Netstend to be, in
general, a more economic representation when state-space complexity increases"
(Ara�ujo & Roque, 2009).

One of the very promising advantages of the use of Petri nets,is that they
have a very solid mathematic foundation. Petri nets can be easily veri�ed and
simulated. They are almost like a visual programming language. But this ad-

Figure 3.8: A state diagram for Risk
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Figure 3.9: Four iterations of the same Petri net showing movement of tok ens through
the network

vantage often is a double edged sword. Petri nets can model a complete game
with a high level of detail, but this frequently leads to quit e complex diagrams
which try to capture a game in its entirety. Petri nets can become the equivalent
of a game's source code, and just as inaccessible to a non-programmer.

3.7 Game Diagrams
State machine diagrams and Petri nets are not the only diagrammatic ap-

proaches to deal with the problem of game design. Over the years, a few other di-
agrammatic or systematic approaches have been developed that deal with games
exclusively. Game theory as invented by John von Neumann, can be seen as one
of the earliest attempts to deal with game-like systems that feature a similar
state-space explosion as we have seen with �nite state machine diagrams. One
could try to map this sort of systems with decision trees, butthey would quickly
grow out of control. Instead, game theory uses matrices to chart the gains or
losses of possible moves in relation to the opponents move. From these matrices
rational strategies, or the lack thereof, should become apparent (see Binmore,
2007). Emmanuel Guardiola and St�ephane Natkin (2005) use similar matrices to
represent all possible interactions between a single player and a computer game.
Game theory and its application in computer games focuses onthe actions of the
players. It is a very useful technique to balance actions andprevent dominant
strategies to emerge. Game theory works best with relatively simple, two-player
games; it seems to restrict itself mostly to a formal theory of gameplay decisions,
which in itself is a relevant subset of game design. However,it does not scale
very well to the scope of modern computer games, which includes much more
elements (Salen & Zimmerman, 2004, 243).

Raph Koster's exploration in game diagrams presents yet another approach.
Presented at the Game Developers Conference in 2005, his focus is on atomic
particles that make up the game experience; on what he calls the `ludemes'
and devising a graphical language for them (Koster, 2005a).These `ludemes'
are essentially the core mechanics of a game. Koster proposes to harvest these
ludemes by reverse engineering existing games. Sadly, as Koster points out
himself, he does not succeed. Figure 3.10 shows his best takeon diagramming
Checkers . He believes games can be diagrammed, but he also admits thatthe
language he came up with is not su�cient for the task.

Inspired by Raph Koster, St�ephane Bura takes the idea of creating game dia-
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Figure 3.10: Raph Koster's diagram of Checkers (2005a).

grams one step further (2006). Combining Koster's approachwith his experience
with Petri nets, Bura designs game diagrams that try to capture a game's struc-
ture at a higher level of abstraction than simply its core rules. Removing game
diagrams from the burden of modeling rules at the lowest level, allows Bura to
focus more on the emergent properties of games. His diagram models notions
such as `skill' and `luck' as abstract resources that a�ect other actions in the
diagram, either by enabling or inhibiting them. Figure 3.11 shows the diagram
Bura created to modelBlackjack . As should become clear from this diagram,
Bura tries to capture the entire `gestalt' of the game into a single image. In this
diagram the elements that model `skill', `luck' and `money'are similar to places
in a Petri net and can accumulate tokens. The elements `gain'and `risk' act
like transitions. They consume and produce resources according to the arrows
that connect them to other arrows. This diagram also includes two inhibiting
connections (lines that end in a circle) to denote that the `luck' of the house
inhibits the `gain' of the player and that the `skill' of the p layer inhibits the
money he or she risks. Although Bura is more optimistic than Koster, he also
admits that much work still needs to be done. He suggests a standard library
of ludemes to work with and sub-diagrams to increase the detail. But to my
knowledge, none of these extensions have been published.

There are also a few examples of the use of UML for representing game
systems diagrammatically. Taylor et al. (2006) extend UML use-case diagrams
to describe game-
ow: the experience of the player. Their focus is on the play
session and the progression of the player through the game. Perdita Stevens
and Rob Pooley use class diagrams, collaboration diagrams and state machines
diagrams (three di�erent types of UML diagrams) in their edu cational case study
of modeling the structure of Chess and Tic-Tac-Toe with standard UML














































































































































































































































































































































































































































































